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§INTRODUCTION

On the occasion of the 60th anniversary of the National Academy of Sciences I am happy to recall a number of interests I have shared with Armenian mathematicians over many years. Among those whose work had a particular influence on me as a young mathematician are A. L. Shahinian, M. M. Djrbashian, S. N. Mergelian and S. O. Sinanian. A common feature of our individual efforts was the use of the Cauchy integral in problems of approximation theory. The various aspects of the subject to which I was especially drawn can be roughly classified as follows:

- Invariant subspaces and subnormal operators,
- The $L^p$-approximation by polynomials and rational functions,
- The uniqueness property of analytic functions on sets without interior points,
- The $L^p$-integrability of the derivative in conformal mapping.

It is my intention to summarize some of what has been achieved on the first three topics and to indicate the manner in which the Cauchy integral enters in different situations. In the process I shall also indicate the contributions of Armenian mathematicians in these areas of approximation theory; and, I will draw on the work of Beurling and Vol’berg on general quasianalyticity, the work of Maz’ja and Havin on nonlinear potential theory, as well as more recent work of Mel’nikov and Tolsa on analytic capacity. As to the fourth and final topic, at least one very important question concerning the $L^p$-integrability of the derivative of a conformal mapping initially arose in connection with a problem in approximation theory studied by Shahinian and Djrbashian, and in this way can be linked to questions pertaining to the growth of the Cauchy integral.

The integrability question itself remains open to this day, and is currently being widely and intensively studied. As a result, it has now been shown to have significant
connections with open questions in such diverse areas as geometric function theory, hyperbolic geometry in $\mathbb{R}^3$, and mathematical physics. Here I will limit my remarks to a brief description of the history and current state of the problem.

§1. THE INVARIANT SUBSPACE PROBLEM

A bounded linear operator $T$ on an infinite dimensional Hilbert space $H$ is subnormal, if it has a normal extension; or equivalently, if $T$ is the restriction of a normal operator to a closed invariant subspace. The study of such operators was begun by Halmos [40] in 1950, and quickly became a catalyst for increased activity at the interface between operator theory and the theory of analytic functions. The fundamental problem here is to determine whether or not an arbitrary subnormal operator $T$ admits a nontrivial closed invariant subspace.

Evidently, it can be assumed from the outset that $T$ has a cyclic vector; that is, a vector $x$ for which the linear span of $x, Tx, T^2x, \ldots$ is dense in the underlying space $H$. Otherwise, invariant subspaces are plentiful and there is nothing to prove. Under these circumstances the spectral theorem guarantees that there is a positive measure $\mu$ carried on the spectrum of $T$ such that the given operator is unitarily equivalent to multiplication by the complex identity function $z$ on $H^2(d\mu)$, where $H^2(d\mu)$ is the closure of the polynomials in $L^2(d\mu)$. Thus, the study of subnormal operators leads directly to questions concerning approximation by polynomials in $L^2(d\mu)$ (cf. Bram [15], pp. 83-86).

In this setting there are at least two ways in which invariant subspaces can arise: If $H^2(d\mu) = L^2(d\mu)$ and if $X$ is any subset of the support of $\mu$ with $0 < \mu(X) < ||\mu||$ then the collection

$$ S = \{ f \in H^2(d\mu) : f = 0 \text{ a.e. on } X \} $$

is a nontrivial closed subspace invariant under multiplication by $z$. If, on the other hand, $H^2(d\mu) \neq L^2(d\mu)$ it may happen that there is a point $\xi$ somewhere in the complex plane $\mathbb{C}$ such that the map $P \rightarrow P(\xi)$ can be extended from the polynomials to a bounded linear functional on $H^2(d\mu)$, that is,

$$ |P(\xi)| \leq C ||P||_{L^2(d\mu)} \quad (1.1) $$

for every polynomial $P$ and some absolute constant $C$. Such a point $\xi$ is called a bounded point evaluation or BPE for $H^2(d\mu)$. If we let $S$ be the closure in $H^2(d\mu)$ of the set of polynomials vanishing at $\xi$ we again obtain a nontrivial invariant subspace, since $(z - \xi) \in S$ and $1 \notin S$. 

In order, therefore, to settle the invariant subspace question for subnormal operators in the affirmative it is sufficient to prove that if \( \mu \) is a positive Borel measure in \( \mathbb{C} \), not concentrated at a single point, then either

1. \( H^2(d\mu) \) has a BPE, or

2. \( H^2(d\mu) = L^2(d\mu) \).

Moreover, initial confirmation that the suggested dichotomy is valid for a large class of measures came quickly. In 1955 Wermer [96] verified it for all measures \( \mu \) whose closed support \( X \) has two-dimensional Lebesgue measure (i.e. \( dA \) measure) zero. In his reasoning he made use of a theorem of Hartogs and Rosenthal [41] on uniform rational approximation, but in essence it is this: Let \( g \) be any function in \( L^2(d\mu) \) which is orthogonal to the polynomials in the sense that \( \int P g \ d\mu = 0 \) for every polynomial \( P \), and form the Cauchy integral

\[
\hat{g\mu}(\xi) = \int \frac{g(z)}{z - \xi} \ d\mu(z)
\]

which converges absolutely a.e.\( dA \) in \( \mathbb{C} \). By an argument due essentially to Cauchy

\[
P(\xi) = \frac{1}{\hat{g\mu}(\xi)} \int \frac{P(z) g(z)}{z - \xi} \ d\mu(z)
\]  

(1.2)

at every point \( \xi \in \mathbb{C} \) where \( \hat{g\mu}(\xi) \) is defined and \( \hat{g\mu}(\xi) \neq 0 \). In particular, if \( \xi \in \mathbb{C} \setminus X \) and \( \hat{g\mu}(\xi) 
eq 0 \) then (1.2) holds and, since the kernel \( (z - \xi)^{-1} \) is bounded on \( X \),

\[
|P(\xi)| \leq C \int |P| |g| \ d\mu
\]

for all polynomials \( P \) and a suitable constant \( C \). Hence, the inequality (1.1) is also satisfied and \( H^2(d\mu) \) has a BPE at \( \xi \). If, therefore, \( H^2(d\mu) \) has no BPE’s it follows that \( \hat{g\mu} \equiv 0 \) in \( \mathbb{C} \setminus X \); that is, \( \hat{g\mu} = 0 \) a.e.-\( dA \) in \( \mathbb{C} \), since \( X \) has area zero. Because \( \hat{\delta(g\mu)} = -\pi g\mu \) as a distribution, \( g\mu = 0 \) as a measure, and so \( H^2(d\mu) = L^2(d\mu) \).

Subsequent efforts to extend this line of reasoning to absolutely continuous measures \( wdA \) would yield clues eventually leading to a complete solution of the bounded point evaluation problem. In a very real sense the essential difficulties can all be found here. Building on ideas introduced in [21] in order to confirm the BPE conjecture for \( H^2(wdA) \) when \( w \in L^{1+\varepsilon}(dA) \), Thomson [86] overcame substantial technical difficulties to achieve a final resolution. His result in this:

**Theorem 1 (1991).** If \( \mu \) is a positive measure of compact support in \( \mathbb{C} \), not concentrated at a single point, then \( H^2(d\mu) = L^2(d\mu) \) if and only if \( H^2(d\mu) \) has no BPE’s.
Thomson's argument, however, is quite complicated incorporating ideas and techniques from a variety of disciplines. On the other hand, it is now possible to give a more direct proof which is less obscured by periphery matters, and which can be more easily adapted to other problems as well (cf. [25]). Our goal here is to take a retrospective look at and to indicate the current disposition of some of these problems.

§2. APPROXIMATION THEORY

Questions concerning approximation by analytic functions have a long history stretching back over a century to the seminal works of Weierstrass [95] and Runge [75]. In its most general form the central issue is this: Given a subset \( X \subset C \), a Banach space \( B \) of functions defined on \( X \) and a subfamily \( \mathcal{F} \subset B \) of functions analytic in a neighborhood of \( X \), is \( \mathcal{F} \) dense in \( B \)? The difficulties can be quite varied depending on the choice of \( X \), the space \( B \) and the family \( \mathcal{F} \). Of particular interest here is the situation that arises when \( \mathcal{F} \) is the set of all complex analytic polynomials, and either:

1. \( X \) is compact and \( B = A(X) \) is the space of all functions continuous on \( X \), analytic in its interior, and endowed with the uniform norm.

2. \( X = \Omega \) is a bounded simply connected domain and \( B = L^p_0(\Omega, dA) \), \( 1 \leq p < \infty \), is the set of all functions in \( L^p(\Omega, dA) \) which are analytic in \( \Omega \).

In the case of uniform polynomial approximation there is an obvious obstacle. Suppose, for example, that \( X \) is compact and separates the plane, so that \( C \setminus X \) has at least one bounded component \( G \). Then any sequence of polynomials which converges uniformly on \( X \) necessarily converges uniformly on \( X \cup G \) as well. In particular, if \( a \in G \) then \( (z - a)^{-1} \in A(X) \), but \( (z - a)^{-1} \) cannot be uniformly approximated on \( X \) by polynomials. Moreover, by a theorem of Mergeljan (cf. [64] or [38], p. 48) this is the only obstacle to the density of the polynomials in \( A(X) \).

While the polynomial approximation question for \( A(X) \) can be settled in a purely topological way, the same cannot be said for approximation in the \( L^p(\Omega, dA) \)-norm. In this setting the completeness problem was first examined by Carleman [26] in 1923, at which time he succeeded in proving that the polynomials are dense in \( L^p_0(\Omega, dA) \) for all \( p, 1 \leq p < \infty \) whenever \( \Omega \) is a Jordan domain. A decade later Markuševič [58] and Farrell [36] obtained, independently, the corresponding theorem for Carathéodory domains. A Carathéodory domain is by definition a domain \( \Omega \) whose boundary coincides with the boundary of \( \Omega_\infty \), the unbounded complementary component of its closure; that is, \( \partial \Omega = \partial \Omega_\infty \). And so, by the mid 1930's this is where the matter stood. There was no discernable evidence to suggest that there might be an intrinsic dissimilarity between completeness criteria for the uniform and integral
metrics, insofar as the polynomials were concerned.

To the contrary, experience seemed to indicate that $L^p$-completeness of the polynomials can never occur within the class of non-Carathéodory domains, a class of regions for which the following are typical examples:

(A) the crescent; that is, a region topologically equivalent to one bounded by two internally tangent circles.

(B) a domain with boundary cuts; that is, a domain with cuts or incisions in the form of simple arcs extending from the interior to the boundary.

In both instances, however, intuition would prove to be misleading. In 1939 Keldysh [52] made the initial discovery: for a crescent $\Omega$ the polynomials may or may not be dense in $L^p_0(\Omega, dA)$ depending on the thickness, or metric properties, of $\Omega$ near the multiple boundary point. Not until 1947-48, and with rather strong regularity restrictions placed on $\partial \Omega$, was a condition found that is both necessary and sufficient for completeness in this context. That was due to the combined efforts of M. M. Djrbashian [35], who established sufficiency, and A. L. Shahinian [76], who established necessity. No essentially new results were obtained for another twenty years until the subject was once again taken up in earnest, this time by Havin and Maz’ja [59] and the author [17]. Nevertheless, the initial achievements of Djrbashian and Shahinian can be viewed as genuine precursors to much subsequent work.

(A) The Crescent. By a crescent we shall mean a region $\Omega$ whose closure $\overline{\Omega}$ is a compact connected set having two complementary components: a bound component $G$ and an unbounded component $\Omega_{\infty}$, with $\partial G \cap \partial \Omega_{\infty} \neq \emptyset$. We do not require that $\partial G \cap \partial \Omega_{\infty}$ be a singleton as was the case in the early work of Keldysh, Djrbashian and Shahinian (cf. [65]). The theorem of the latter two authors is this:

Theorem 2 (1948). Let $\Omega$ be a crescent with a single multiple boundary point at the origin such that $\Omega$ is situated between the two circles $|z - 1| = 1$ and $|z - \frac{1}{2}| = \frac{1}{2}$. Denote by $l(r)$ the linear measure of $(|z| = r) \cap \Omega$, and assume that $\frac{l'(r)}{l(r)} \uparrow \infty$ as $r \downarrow 0$. Then, in order for the polynomials to be dense in $L^2_0(\Omega, dA)$ it is necessary and sufficient that

$$\int_0^1 \log l(r) \, dr = -\infty. \quad (2.1)$$

By requiring $\Omega$ to lie between the two circles $|z - 1| = 1$ and $|z - \frac{1}{2}| = \frac{1}{2}$ one precludes the possibility of a cusp at the multiple boundary point. This fact plays a key role in the proof of the theorem, and cannot be omitted (cf. [19], p. 142). In order to address the completeness question for the most general regions of crescent type it is essential
that (2.1) be replaced with a more suitable criterion; by a criterion which, not only measures the thickness of a region in the neighborhood of a boundary point, but is also sensitive to the underlying geometry as well. Theorems 3 and 4 below offer one possible alternative.

Before proceeding in that direction, however, it should be noted that Theorem 2 is actually valid in a somewhat wider context. For each \( p, 1 \leq p < \infty \), and consistent with notation introduced earlier \( H^p(\Omega, dA) \) will stand for the closure of the polynomials in \( L^p_0(\Omega, dA) \). Under the various assumptions of Theorem 2 the argument of Djrbashian and Shahinian can be easily modified to yield the more general conclusion:

**In order that** \( H^p(\Omega, dA) = L^p_0(\Omega, dA) \) **for any** \( p \) **it is necessary and sufficient that**

\[
\int_0 \log l(r) \, dr = -\infty.
\]

And, since the intervening integral does not depend on \( p \), it follows, here at least, that \( H^p(\Omega, dA) = L^p_0(\Omega, dA) \) **if and only if** \( H^1(\Omega, dA) = L^1_0(\Omega, dA) \). We shall not, therefore, limit our discussion solely to the case \( p = 2 \).

Let \( \Omega \) be a crescent whose closure has two complementary components \( G \) and \( \Omega_\infty \) as previously indicated; that is, \( (C \setminus \bar{\Omega}) = (G \cup \Omega_\infty) \). For each \( z \in \mathbb{C} \) let \( \delta(z) \) be the Euclidean distance from \( z \) to \( \Omega_\infty \). Here are two theorems which owe a considerable debt to the early efforts of Djrbashian and Shahinian, and which are indicative of what is presently known (cf. [17] and [19]).

**Theorem 3 (1973).** Suppose that \( \partial G \) is a \( C^1 \) curve whose exterior unit normal \( n \) satisfies a Lipschitz condition \( |n(z_1) - n(z_2)| \leq C|z_1 - z_2| \) for all \( z_1, z_2 \in \partial G \). Then in order that \( H^p(\Omega, dA) = L^p_0(\Omega, dA) \) for any \( p \) it is necessary and sufficient that

\[
\int_{\partial G} \log \delta(z) \, |dz| = -\infty. \tag{2.2}
\]

Interestingly, the pertinent density criterion (2.2) is once again independent of \( p \), and therefore if \( H^1(\Omega, dA) = L^1_0(\Omega, dA) \) then \( H^p(\Omega, dA) = L^p_0(\Omega, dA) \) for all \( p \). But, it is still not known if this is also the case in the absence of all smoothness restrictions on \( \partial G \). In full generality, however, we have the following:

**Theorem 4 (1978).** Let \( \Omega \) be an arbitrary crescent, and let \( \omega \) be harmonic measure on \( \partial G \) relative to some fixed point \( x_0 \in G \). Then there exists a universal constant \( \tau > 0 \) such that if

\[
\int_{\partial G} \log \delta(z) \, d\omega(z) = -\infty, \tag{2.3}
\]
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then $H^p(\Omega, dA) = L^p_0(\Omega, dA)$ whenever $1 \leq p < 3 + \tau$.

Between 1968 and 1973 results similar to these, but rather more restrictive, were also obtained by Havin and Maz'ja [59], [61]. A characteristic feature of their work was the reduction via duality of questions on approximation in $L^p_0(\Omega)$, $1 < p < \infty$, to corresponding questions in the Sobolev space $W^q_1(\Omega)$, where $q = p/(p - 1)$ is the index conjugate to $p$ and $W^q_1(\Omega)$ consists of those functions in $L^q(\Omega)$ whose first order partial derivatives (taken in the sense of distribution theory) also belong to $L^q(\Omega)$. Here we have suppressed explicit reference to the underlying measure which, unless otherwise stated, is assumed to be Lebesgue measure $dA$. The actual transition is achieved by means of the Cauchy integral.

Suppose, for example, that $1 < p < \infty$ and that we wish to prove $H^p(\Omega) = L^p_0(\Omega)$ for a given bounded open set $\Omega$. One way to proceed in this: Let $k \in L^q(\Omega)$ be any function with the property that $\int Pk \, dA = 0$ for all polynomials $P$, and form the Cauchy integral

$$\hat{k}(\zeta) = \int_\Omega \frac{k(\zeta)}{\zeta - z} \, dA_z.$$

By assumption $\hat{k} \equiv 0$ in $\Omega_\infty$. Since $q > 1$ and $\hat{k}$ has compact support, it follows from a theorem of Calderón and Zygmund (cf. [84], p. 35) that

$$||\text{grad} \, \hat{k}||_q \leq C||\hat{k}||_q \leq C\pi||k||_q.$$ (2.4)

Thus, $\hat{k} \in W^q_1(\mathbb{R}^2)$ and as such $\hat{k}$ enjoys a certain degree of continuity, which for $1 < q \leq 2$ is best described in terms of capacity. If $q > 2$, then $\hat{k}$ is actually Hölder continuous. In either case, however, the key idea is to use the available information to show that $\hat{k} \equiv 0$ in the full complement $\mathbb{C} \setminus \hat{\Omega}$, and then to conclude by continuity that $\hat{k} = 0$ on a sufficiently large portion of $\partial \Omega$ so that $\hat{k} \in \hat{W}^q_1(\Omega)$, that is, so that there exists a sequence of $C^\infty$-functions $\eta_j$, $j = 1, 2, \ldots$, with support in $\Omega$ such that $\eta_j \to \hat{k}$ in the norm of $W^q_1(\Omega)$. In particular, so that

$$\int_\Omega |\partial \eta_j - k|^q \, dA \to 0, \quad j \to \infty.$$

If $F \in L^p_0(\Omega)$ we see, after an integration by parts, that

$$\int_\Omega F \partial \eta_j \, dA = - \int_\Omega \partial F \eta_j \, dA = 0, \quad j = 1, 2, \ldots$$

And, because

$$\lim_{j \to \infty} \int_\Omega F \partial \eta_j \, dA = \int_\Omega F k \, dA,$$

we have $\int F k \, dA = 0$, from which we can conclude that $F \in H^p(\Omega)$. Therefore, $H^p(\Omega) = L^p_0(\Omega)$. 
This argument depends in an essential way on several ideas from \textit{nonlinear potential theory}, a theory whose origins lie in the works of Havin and Maz'ya [60] and Meyers [69]. For each $q$, $1 < q \leq 2$, there is a set function $\gamma_q$, called $q$-\textit{capacity}, which accurately measures the exceptional sets associated with $W^q_1$ functions. A function $h \in W^q_1$ is said to be $q$-\textit{finely continuous} at a point $x_0$ if there exists a set $E$ which is thin, or sparse, in a potential theoretic sense at $x_0$ and

$$
\lim_{z \to x_0, z \in \mathbb{C} \setminus E} h(z) = h(x_0).
$$

The precise sense in which $E$ is understood to be thin is expressed in terms of $q$-capacity (cf. [1], p. 176), but for our purposes it is sufficient to know that a set $X$ is thick at $x_0$ if almost every circle $|z - x_0| = r$, $r \leq r_0$, intersects $X$. We have made implicit use above of the fact that if $\hat{k} \in L^q(\Omega)$, $1 < q \leq 2$, then $\hat{k}$ is $q$-finely continuous almost everywhere with respect to $q$-capacity. By a theorem due to Deny [32] and Havin [42] for $q = 2$, and to Bagby [3] for $1 < q < \infty$ it follows that $\hat{k} \in W^q_1(\Omega)$ if and only if $\hat{k} = 0$ almost everywhere on $\mathbb{C} \setminus \Omega$ with respect to $q$-capacity, that is $q$-quasieverywhere. In this way we are able to deal with questions concerning approximation in $L^p(\Omega)$ when $1 < p < \infty$, since then $\hat{k} \in W^q_1$ by virtue of (2.4). In case $p = 1$ the argument needs to be modified along the lines found in Bers [6], [7] and Hedberg [47], making use of the \textbf{Ahlfors mollifier} introduced in [2].

The following pointwise estimate for the Cauchy integral due to Hedberg (cf. [47], p. 164 and also [17], p. 176) plays a critical role in the proof of Theorem 4, and was initially employed by him, in lieu of the Sobolev space approach of Havin and Maz'ya, to investigate the completeness question for $L^p_0(\Omega)$, $1 \leq p < \infty$.

\textbf{Lemma 1 (1971).} Let $E$ be a compact set and let $k \in L^q(E)$, $1 < q \leq 2$. Assume that for each $\xi \in \partial E$ and each $r > 0$ the circle $|z - \xi| = r$ meets $\mathbb{C} \setminus E$. If $\hat{k} \equiv 0$ in $\mathbb{C} \setminus E$ and $z$ is a point of $E$ at a distance $\delta < 1/e$ from $\partial E$, then

$$
|\hat{k}(z)| < C \left\{ k^*(z) \delta \log \frac{1}{\delta} + \left( \Gamma_q(\delta) \int_{|z - \zeta| \leq 4\delta} |k(\zeta)|^q dA \right)^{1/q} \right\}^{1/q}, \tag{2.5}
$$

where

$$
k^*(z) = \sup_r (\pi r^2)^{-1} \int_{|z - \zeta| < r} |k(\zeta)| dA
$$

is the Hardy-Littlewood maximal function, $\Gamma_q(\delta)$ is equal to $\log 1/\delta$ or $\delta^{q-2}$ according to whether $q = 2$ or $q < 2$, and $C$ is a constant depending only on $q$ and the diameter of $E$. 
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We are now in a position to outline the arguments in support of the assertions that have been made. The proof of Theorem 4 will be presented first; the sufficiency portion of Theorem 3 then follows easily.

Proof of Theorem 4. Assume that

$$\int_{\partial G} \log \delta(z) \, d\omega(z) = -\infty,$$

where $\delta(z)$ is the distance from $z$ to $\Omega_\infty$. Fix $p$ and let $k \in L^q(\Omega)$, $q = p/(p-1)$, have the property that $\int Pk \, dA = 0$ for every polynomial $P$. Thus, $\hat{k} \equiv 0$ in $\Omega_\infty$. We seek to prove that $\hat{k} \equiv 0$ in $G$, and therefore that $H^p(\Omega) = L^p_0(\Omega)$.

To accomplish this choose a sequence of smoothly bounded domains $G_j$, $j = 1, 2, \ldots$, so that

(i) $x_0 \in G_j$ and $G_j \subset G_{j+1}$ for every $j$

(ii) $G = \bigcup_{j=1}^{\infty} G_j$

The key is to show that $\int_{\partial G_j} \log |\hat{k}| \, d\omega_j \to -\infty$ as $j \to +\infty$, where $\omega_j$ is harmonic measure for $x_0$ on $\partial G_j$. Since $\log |\hat{k}|$ is subharmonic in $G$,

$$\log |\hat{k}(x_0)| \leq \int_{\partial G_j} \log |\hat{k}| \, d\omega_j \to -\infty,$$

and so $\hat{k}(x_0) = 0$. Hence $\hat{k} \equiv 0$ in $G$ since $x_0$ is an arbitrary point of $G$.

In order to relate the integrals of the preceding paragraph to the one in the statement of the theorem we multiply and divide $|\hat{k}(z)|$ by $\delta(z)^\varepsilon$, where $\varepsilon > 0$ is to be determined later. This yields the identity

$$\int_{\partial G_j} \log |\hat{k}(z)| \, d\omega_j = \varepsilon \int_{\partial G_j} \log \delta(z) \, d\omega_j + \int_{\partial G_j} \log \left( \frac{|\hat{k}(z)|}{\delta(z)^\varepsilon} \right) \, d\omega_j$$

As $j \to \infty$ the first integral on the right approaches $-\infty$ by assumption. If we can prove that

$$\sup_j \int_{\partial G_j} \log \left( \frac{|\hat{k}(z)|}{\delta(z)^\varepsilon} \right) \, d\omega_j < \infty,$$

it will follow that

$$\lim_{j \to \infty} \int_{\partial G_j} \log |\hat{k}| \, d\omega_j = -\infty$$

as claimed. The two cases $1 \leq p < 2$ and $2 \leq 3 + \tau$ will be considered separately. At the moment, of course, $\tau$ has yet to be specified.
If $1 \leq p < 2$ then $k \in L^q(\Omega)$, $q > 2$, and $\hat{k}$ satisfies a H"{o}lder condition of order $\alpha$ where $0 < \alpha < 1$. For $q = \infty$ any $\alpha < 1$ will do; otherwise take $\alpha = (q - 2)/q$. Hence, $|\hat{k}(z)| \leq C\delta(z)^{\alpha}$ for all $z \in \Omega$ and the supremum in (2.6) will be finite as soon as $\varepsilon \leq \alpha$.

If $2 \leq p < 3 + \tau$ then $k \in L^q(\Omega)$, $q \geq 2$, and $\hat{k}$ need not satisfy a H"{o}lder condition.

To verify (2.6) in this case we begin by noting that

$$
\int_{\partial G_j} \log \left( \frac{|\hat{k}(z)|}{\delta(z)^{\varepsilon}} \right) \, d\omega_j \leq \int_{\partial G_j} \frac{|\hat{k}(z)|}{\delta(z)^{\varepsilon}} \, d\omega_j
$$

and we can then direct our efforts to finding a bound for the larger integral. In that endeavor some additional notation will be employed: $g_j$ will denote Green's function for $G_j$ with pole at $x_0$, $\nabla$ will be the gradient operator and $\partial/\partial n$ will stand for differentiation with respect to the outward normal on appropriate boundary curves.

Since $\partial G_j$ is smooth, $d\omega_j = -\frac{\partial g_j}{\partial n} |dz|$.

By removing a small disk $|z - x_0| \leq \rho$ from $G_j$ we obtain a domain $G'_j$ on which $|\hat{k}(z)|\delta(z)^{-\varepsilon}$ is Lipschitz and on which $g_j$ is uniformly well-behaved. We shall assume that $\rho$ is fixed and that $|z - x_0| \leq \rho$ is contained in every $G_j$. According the divergence theorem

$$
\int_{\partial G'_j} \frac{|\hat{k}(z)|}{\delta(z)^{\varepsilon}} \frac{\partial g_j}{\partial n} |d(z)| = \int_{G'_j} \nabla \left( \frac{|\hat{k}(z)|}{\delta(z)^{\varepsilon}} \right) \cdot \nabla g_j \, dA
$$

from which we obtain constants $C_1$ and $C_2$ such that

$$
\int_{G_j} \frac{|\hat{k}(z)|}{\delta(z)^{\varepsilon}} \, d\omega_j \leq C_1 \int_{G'_j} \frac{|\hat{k}(z)|}{\delta(z)^{1+\varepsilon}} |\nabla g_j| \, dA + C_2 \int_{G'_j} |\nabla(|\hat{k}|)| \frac{|\nabla g_j|}{\delta(z)^{\varepsilon}} \, dA = C_1I_1 + C_2I_2.
$$

Our problem, therefore, is one of finding bounds for $I_1$ and $I_2$ which are independent of $j$. We shall give only a brief indication of how this can be done for $I_2$, and then point out the necessary modifications for dealing with $I_1$.

It is a consequence of H"{o}lder's inequality and the Calder"{o}n-Zygmund theorem on the continuity of singular integral operators (cf. [84], p. 35) that

$$
I_2 \leq C\|k\|_q \left( \int_{G'_j} \frac{\|\nabla g_j\|_p}{\delta(z)^{\varepsilon}} \, dA \right)^{1/p}.
$$

If $\delta(z)$ is replaced by $\delta_j(z) = \text{dist} \, (z, \partial G_j)$ we retain an upper bound for $I_2$ and the resulting integral is estimated as follows: For each $j$ let $\phi_j$ be a conformal map of $G_j$
onto $|w| < 1$ with $\phi_j(x_0) = 0$; put $\psi_j = \phi_j^{-1}$. The following inequalities are satisfied with all constants independent of $j$:

(a) $1 - |\phi_j(z)| \leq C \sqrt{\delta_j(z)}$ for all $z \in G_j$;
(b) $|\nabla g_j| \leq C |\phi_j'|$ on $G_j';$
(c) $|\psi_j'(w)| \geq C (1 - |w|)$.

(a) and (c) are consequences of the Koebe distortion theorem (cf. [71], pp. 21-22). The remaining inequality (b) can be derived from the relation $g_j = -\log |\phi_j|$. These inequalities and the fact that $\delta_j(z) \leq \delta(z)$ yield the estimate:

$$|I_2|^p \leq C_1 \int_{G_j'} \left| \frac{\nabla g_j}{\delta_j(z)^\epsilon} \right|^p dA \leq C_2 \int_{G_j} \frac{|\phi_j'|^{p-2}}{(1 - |\phi_j|)^{2p-4}} |\phi_j'|^2 dA =
\leq C_2 \int_{|w| < 1} \frac{1}{|\psi_j'|^{p-2}} \frac{1}{(1 - |w|)^{2p-4}} dA.

In order to complete the task of estimating $I_2$ it is essential to find a bound for the last integral which does not depend on $j$. As an aid in that process let $\phi$ be a conformal map of $G$ onto $|w| < 1$ with $\phi(x_0) = 0$, and let $\psi = \phi^{-1}$. We may assume without loss of generality that $\psi_j(w) = \psi(1 - 1/j)w$, $j = 2, 3, ...$ For any pair of conjugate indices $r$ and $s$ it is easy to see by a change of variables and a short calculation that

$$\int_{|w| < 1} |\psi_j'|^{2-p} (1 - |w|)^{2p-4} dA \leq C \| (\psi')^{2-p} \|_r \| (1 - |w|)^{2p-4} \|_s,

where $C$ is an absolute constant. Given any $\lambda > 0$ ($\lambda$ small) we can choose $r$ sufficiently close to 1 so that $r(p - 2) = p - 2 + \lambda$, and we can then adjust $\epsilon$ to ensure that the second factor is finite. Thus, once $\lambda > 0$ has been chosen there exists a corresponding constant $C$ for which

$$|I_2|^p \leq C \left( \int_{|w| < 1} \frac{1}{|\psi_j'|^{p-2+\lambda}} dA \right)^{1/r} = C \left( \int_{G} |\phi'|^{p+\lambda} dA \right)^{1/r}.

On the other hand, there is another absolute constant $\tau > 0$ such that $\int |\phi'|^{p+\lambda} dA < \infty$, whenever $p+\lambda < 3+\tau$ (cf. [20] and Section 4 of this article). Therefore, if $p < 3+\tau$ the various constants, and in particular $\lambda$ and $\epsilon$, can be chosen so as to yield a finite upper bound for $I_2$.

The estimation of $I_1$ can be carried out along similar lines. Rewriting $I_1$ in the form
and then applying Hölder’s inequality we find that

\[ I_1 \leq \left( \int_{G_j} \frac{\|k(z)\|^q}{\delta(z)^{(1-\epsilon)q}} \, dA \right)^{1/q} \left( \int_{G_j} \frac{\|\nabla g_j\|^p}{\delta(z)^{2p\epsilon}} \, dA \right)^{1/p}. \]

As before, for any \( \lambda > 0 \) we can choose \( \epsilon > 0 \) so that the second factor is bounded by a constant times some power of \( \int |\phi'|^p \, dA \), and so that the latter is finite since \( p < 3 + \tau \). With \( \epsilon \) fixed in this way it follows from Lemma 1 that the first factor is majorized by a quantity of the form \( C(\epsilon)\|k\|_q \).

**In conclusion**: if \( p < 3 + \tau \) it is always possible to choose \( \epsilon > 0 \) so that the supremum in (2.6) is finite, from which the theorem follows.

**Proof of Theorem 3.** Here, we are assuming that \( \Omega \) is a crescent and that \( \partial G \), the boundary of its bounded complementary component, is a \( C^1 \) curve with a Lipschitz normal. Again, we fix a point \( x_0 \in G \) and we let \( \phi \) be a conformal map of \( G \) onto the open unit disk \( |w| < 1 \) with \( \phi(x_0) = 0 \); and \( \psi = \phi^{-1} \). Because \( \partial G \) has a Lipschitz normal, \( \psi \) extends to a continuously differentiable function on \( |w| \leq 1 \), and there are positive constants \( C_1 \) and \( C_2 \) for which \( 0 < C_1 \leq |\psi'(w)| \leq C_2 < \infty \) everywhere on \( |w| = 1 \) (cf. [54], p. 123). Consequently, harmonic measure \( d\omega = |\phi'| |dz| \) and arc length \( |dz| \) are boundedly equivalent on \( \partial G \). Hence, the integrals

\[ \int_{\partial G} \log \delta(z) \, |dz|, \quad \int_{\partial G} \log \delta(z) \, d\omega \]

converge or diverge simultaneously.

If we assume that \( \int_{\partial G} \log \delta(z) \, |dz| = -\infty \) we may argue exactly as in the proof of Theorem 4 to conclude that \( H^p(\Omega) = L^p_0(\Omega) \) for all \( p \), since under the current hypothesis \( \int |\phi'|^p \, dA \) is evidently finite for all \( p \). This establishes the sufficiency of the putative completeness criterion.

Apart from certain technical difficulties the key idea in establishing necessity is due to Shahinian (cf. [65], p. 121). Under the assumption that \( \int_{\partial G} \log \delta(z) \, |dz| > -\infty \), we can construct a Jordan curve \( \Gamma \) lying in \( \Omega \) and so that

1. \( G \) lies entirely inside \( \Gamma \);
2. Any sequence of polynomials bounded in the \( L^p(\Omega, dA) \) norm forms a normal family inside \( \Gamma \).

Thus, every function in \( H^p(\Omega) \) admits an analytic continuation to \( G \), and so \( H^p(\Omega) \neq L^p_0(\Omega) \).

For our purpose it is important that the new curve \( \Gamma \) also enjoys the same degree of smoothness as \( \partial G \); that is, \( \Gamma \) must itself be a \( C^1 \) curve with a Lipschitz normal.
In order to carry out the required construction we first replace \( \delta(z) \) by a regularized distance function \( \Delta(z) \) which is defined at all points of the plane, has essentially the same profile as \( \delta(z) \), but is smooth off \( \partial \Omega_\infty \). In particular, \( \Delta(z) \) has these properties:

(a) \( C_1 \delta(z) \leq \Delta(z) \leq C_2 \delta(z) \) for all \( z \in \mathbb{C} \);

(b) \( \Delta(z) \) is \( C^\infty \) in \( \mathbb{C} \setminus \partial \Omega_\infty \) and

\[
\left| \frac{\partial^\alpha \Delta}{\partial x^\alpha} (z) \right| \leq B_\alpha \delta(z)^{1-|\alpha|},
\]

where \( C_1, C_2 \) and \( B_\alpha \) are positive constants (cf. [84], p. 171). Here \( \alpha = (\alpha_1, \alpha_2) \) is a pair of positive integers and \( \frac{\partial^\alpha}{\partial x^\alpha} \) is the corresponding partial derivative of order \( |\alpha| = \alpha_1 + \alpha_2 \). Although \( \Delta(z) \) does not appear to be smooth at \( \partial \Omega_\infty \), it is easy to see that for any integer \( m \geq 3 \) the power \( \Delta^m(z) \) is an \( (m-2) \)-smooth function throughout the entire plane vanishing identically in \( \Omega_\infty \).

Now let \( \rho(z) = \text{dist}(z, \partial G) \), and extend \( n(z) \) off \( \partial G \) by setting

(i) \( n(z) = -\text{grad} \, \rho(z) \) if \( z \in G \);

(ii) \( n(z) = \text{grad} \, \rho(z) \) if \( z \notin G \cup \partial G \).

As extended, \( n \) is defined almost everywhere, has unit modulus, and since \( \partial G \) has positive reach (cf. [37], p. 432), it is Lipschitz and everywhere defined in a neighborhood of \( \partial G \) (cf. [17], p. 186). By convolving \( n \) with a suitable \( C^\infty \) function \( \chi \) and renormalizing the result, we obtain a field of unit vectors \( N(z) \) which is \( C^\infty \) in the vicinity of \( \partial G \) and satisfies \( n(z) \cdot N(z) \geq \frac{1}{2} \). Thus, \( n(z) \) and \( N(z) \) make an angle of not more than \( \pi/6 \) radians. Since the vector field \( n \) is transverse along \( \partial G \) the same is true of \( N \), and so the vectors \( \varepsilon N(z) \) attached to \( \partial G \) at \( z \) fill out a tubular neighborhood \( T \) around \( \partial G \) in a one-to-one fashion provided \( \varepsilon \) is sufficiently small (cf. [97], p. 157). By choosing \( \varepsilon \) even smaller if necessary, we can arrange that for each \( z \in \partial \Omega \)

(c) the vectors \( \varepsilon \Delta^4(z)N(z) \) lie entirely inside \( T \);

(d) \( \varepsilon \Delta^4(z) \leq \delta(z)/2 \).

Therefore, if \( \beta(t), 0 \leq t \leq 1 \) is a parametric representation for \( \partial G \) with \( \beta'(t) \) nonvanishing and Lipschitz in \( t \), the curve \( \Gamma \) parameterized by

\[
\gamma(t) = \beta(t) + \varepsilon \Delta^4(\beta(t)) N(\beta(t)), \quad 0 \leq t \leq 1
\]

is a simple closed Jordan curve lying in \( \Omega \) satisfying property (1), and enjoying the same degree of smoothness as \( \partial G \).

To complete the proof of necessity it remains to verify that property (2) is also satisfied. Suppose in this regard that \( Q_j, j = 1, 2, \ldots \) is a sequence of polynomials which is bounded in the \( L^p(\Omega, dA) \)-norm. By construction the disk with center at \( \gamma(t) \) and radius \( \varepsilon \Delta^4(\beta(t))/3 \) is contained in \( \Omega \) for all \( t \), and so by the area mean value
theorem
\[ |Q_j(\gamma(t))| \leq \frac{C}{\Delta^{8/p}(\beta(t))} \left( \int_\Omega |Q_j|^p dA \right)^{1/p} \leq \frac{C'}{\Delta^{8/p}(\beta(t))}. \] (2.7)
for \( j = 1, 2, \ldots \) and constants \( C, C' \) which depend on \( p \), but not on \( t \). We shall presently
see that this is sufficient to ensure that \( \{Q_j, j = 1, 2, \ldots\} \) is a normal family inside the region bounded by \( \Gamma \).
To that end let \( \lambda \) be defined along \( \Gamma \) by setting \( \lambda(\gamma(t)) = \Delta^{8/p}(\beta(t)) \). Because
\( |\gamma'(t)| \leq K|\beta'(t)| \), there exists a constant \( K_1 \) such that
\[
\int_\Gamma \log \lambda(z) |dz| = \int_0^1 \log \lambda(\gamma(t)) |\gamma'(t)| dt \geq \int_0^1 \log \delta(\beta(t)) |\beta'(t)| dt = K_1 \int_{\partial G} \log \delta(z) |dz| > -\infty.
\]
And, since harmonic measure \( d\omega \) and arc length \( |dz| \) are boundedly equivalent on \( \Gamma \), it follows that
\[
\int_\Gamma \log \lambda(z) d\omega > -\infty. \tag{2.8}
\]
By a standard argument (cf. [50], p. 53) the convergence of the integral in (2.8) guarantees the existence of a function \( h \) analytic and nowhere zero inside \( \Gamma \) with the additional property that \( |h| \) takes the boundary value \( \lambda(\gamma(t)) = \Delta^{8/p}(\beta(t)) \) almost everywhere with respect to harmonic measure on \( \Gamma \). In view of (2.7) the inequality
\( |Q_j h| \leq C', j = 1, 2, \ldots \), obtains a.e. \( -d\omega \) on \( \Gamma \) and everywhere inside. It follows that
\( \{Q_j, j = 1, 2, \ldots\} \) is a normal family there, and since \( h \neq 0 \) the same is true of \( \{Q_j, j = 1, 2, \ldots\} \).
In conclusion: Under the assumption that \( \int_{\partial G} \log \delta(z) |dz| > -\infty \) every function in \( H^p(\Omega) \) admits an analytic continuation to \( G \). Therefore \( H^p(\Omega) \neq L^p_0(\Omega) \).

Theorem 3 is illustrative of a far more general phenomenon first suggested by Mergelian ([66], p. 904) in 1955, and subsequently confirmed in a somewhat weaker form by Sinanian ([83], pp. 412–415) in 1970 (cf. also [63], pp. 204–206). Eventually established in full generality by the author ([21], pp. 418–419) in 1979, it is this:

For an arbitrary bounded simply connected domain \( \Omega \) and any finite \( p \geq 1 \) either \( H^p(\Omega) = L^p_0(\Omega) \) or there exists a point \( x_0 \in \partial \Omega \) and an open set \( U \) containing \( x_0 \) such that every function \( f \in H^p(\Omega) \) admits an analytic continuation to \( U \). In case \( \Omega \) is of crescent type and \( H^p(\Omega) \neq L^p_0(\Omega) \) then every \( f \in H^p(\Omega) \) necessarily extends analytically to the entire bounded complementary component \( G \). We shall have more to say later concerning the reciprocal relation between completeness and analytic continuation in various situations. Our focus for
the present will be directed at the following problem: **Assuming that** $H^p(\Omega) \neq L^p_0(\Omega)$ **give a complete description of the functions in** $L^p_0(\Omega)$ **which admit approximation by polynomials.**

Without additional restrictions on $\Omega$ the problem as stated may not have a simple answer. Consider, therefore, the simplest domain $\Omega_0$ of crescent type; that is, the region bounded by the two internally tangent circles $|z| = 1$ and $|z - \frac{1}{2}| = \frac{1}{2}$. By Theorem 3, $H^2(\Omega_0) \neq L^2_0(\Omega_0)$, and Keldysh (cf. [53], p. 4 and [65], p. 135) has shown that every $f \in H^2(\Omega_0)$ admits an extension $\tilde{f}$ to the disk $|z - \frac{1}{2}| < \frac{1}{2}$ which is subject to the growth restriction

$$|\tilde{f}(x)| \leq \frac{K}{(1 - x)^{3/2}} \quad \text{for} \quad \frac{1}{2} < x < 1.$$  

Three decades later Shapiro ([78], p. 293) sharpened this by replacing growth along the $x$-axis with membership in a certain Smirnov class, and he raised at that time the question of determining exactly those functions in $L^p(\Omega_0)$ which admit approximation by polynomials. Shortly thereafter Havin [43] gave a complete solution to the problem for any crescent $\Omega$ where $\partial \Omega_\infty$ and $\partial G$ are both Jordan curves of class $C^3$.

For the remainder of this discussion $\Omega$ will be a crescent. We assume that $\partial G$ is a Jordan curve of at least class $C^2$ so that harmonic measure $\omega_z$ on $\partial G$ relative to an arbitrary point $x \in G$ is boundedly equivalent to arc length $|dz|$. It is further assumed that

$$\int_{\partial G} \log \delta(z) |dz| > -\infty,$$

where $\delta(z) = \text{dist} (z, \Omega_\infty)$. Thus, $H^p(\Omega) \neq L^p_0(\Omega)$ for any $p$. With additional assumptions on $\partial \Omega$ (principally on $\partial \Omega_\infty$) it is possible to characterize, by means of an auxiliary function $Q$, those functions in $L^p_0(\Omega)$ which also belong to $H^p(\Omega)$. The function $Q$ is defined as follows: Let

$$u(z) = \int_{\partial G} \log \delta(t) d\omega_z(t),$$

let $v(z)$ be the harmonic conjugate of $u$ and set $Q = e^{u + iv}$. As defined $Q$ is analytic in $G$, continuous on $\overline{G}$ and $|Q(z)| = \delta(z)$ for each $z \in \partial G$. A function $F$ analytic in $G$ is said to belong to the Smirnov class $E^p(G)$ if there exists a sequence of rectifiable Jordan curves $C_1, C_2, \ldots$ in $G$, tending to $\partial G$, so that

$$\sup_n \int_{C_n} |F(z)|^p |dz| < \infty.$$  

Additional information concerning the Smirnov class can be found in [33].

The following represents a strengthening of a theorem of Havin [43] who obtained an analogous result, but with more stringent regularity restrictions placed on $\partial \Omega$ (cf. [19], pp. 149 – 155).
Theorem 5 (1977). Let $\Omega$ be a crescent whose interior and exterior boundaries (i.e. $\partial G$ and $\partial \Omega_\infty$, respectively) are Jordan curves of class $C^{2+\alpha}$. Assume that (2.9) is satisfied. If $f \in L^p_\alpha(\Omega)$ the following are equivalent:

1. $f \in H^p(\Omega)$;
2. $f$ can be extended to a function $\tilde{f}$ which is analytic in $G$ and so that $\tilde{f}Q^{1/p} \in E^p(G)$.

The proof of the theorem depends in an essential way on the extent to which certain analytic functions are influenced by the moduli of their boundary values. To be more precise it is necessary to introduce some additional notation and terminology: $D$ will denote the open unit disk and $F$ will be a function analytic in $D$ and continuous on $\partial D$. We further assume that $F$ is an outer function, or equivalently, that

$$\log |F(0)| = \frac{1}{2\pi} \int_{0}^{2\pi} \log |F(e^{i\theta})| \, d\theta$$

(cf. [50], p. 62). A function $k$ (defined on either $\bar{D}$ or $\partial D$) is said to belong to $\Lambda_\alpha$ (i.e. $\Lambda_\alpha(\bar{D})$ or $\Lambda_\alpha(\partial D)$, respectively) if

i) $k \in Lip_\alpha$ in case $0 < \alpha \leq 1$;
ii) $k^{[\alpha]} \in Lip_{\alpha-[\alpha]}$ in case $\alpha > 1$ and $[\alpha] < \alpha$. Here $[\alpha]$ denotes the greatest integer $\leq \alpha$, and $k^{[\alpha]}$ is the $[\alpha]$-th derivative of $k$.

Lemma 2 (1977). If $F$ is as above, and $|F| \in \Lambda_\alpha(\partial D)$ then

1. $F \in \Lambda_{\alpha/2}(\bar{D})$ if $0 < \alpha < 2$;
2. $F \in \Lambda_1(\bar{D})$ if $\alpha > 2$.

Moreover, the Lipschitz constant associated to $F$ on $\bar{D}$ depends only on the Lipschitz constants and bounds for the derivatives of $|F|$ on $\partial D$.

If $0 < \alpha < 1$ and $F$ does not vanish on $\partial D$ it is a consequence of the Privalov-Zygmund theorem on the modulus of continuity of the conjugate function that $F \in \Lambda_\alpha(\bar{D})$. If, however, $F$ is allowed to have zeros on $\partial D$ then $F \in \Lambda_{\alpha/2}(\bar{D})$ and the exponent $\alpha/2$ is, in general, best possible. That result was first discovered by Jacobs for $0 < \alpha \leq 1$ in his thesis [51], unpublished. Later Havin [44] rediscovered and strengthened it to include functions which vanish in the interior of $D$ provided those zeros do not accumulate tangentially at any point of the boundary. Between these two events Havin and Shamoyan [45] announced the same result for outer functions in the restricted range $0 < \alpha < 1$. As stated, Lemma 2 was obtained by the author [19] specifically in connection with the proof of Theorem 5. Subsequently, the corresponding result for all $\alpha$, $0 < \alpha < \infty$ was obtained by Shirokov (cf. [79] and [80]).

Proof of Theorem 5. Here we include only a brief sketch of the implication (1) \(\Rightarrow\) (2) which is sufficient to indicated a few of the more important ideas involved
The Cauchy integral and certain of its applications

(cf. [19] for a complete proof). Since \( \int_{\partial G} \log \delta(z) \, dz \) \( > -\infty \), it follows that each \( f \in H^p(\Omega) \) extends to a function \( \tilde{f} \) which is analytic in \( \Omega \cup \tilde{G} \). It must be shown that \( \tilde{f} Q^{1/p} \in E^p(G) \).

First let \( \gamma(t) \), \( 0 \leq t \leq 1 \), be a \( C^{2+\alpha} \) parametric representation of \( \partial G \) with \( \gamma'(t) \) nowhere zero. For each \( z \in \partial G \) let \( n(z) \) be the unit outward pointing normal. As in the proof of Theorem 3 let \( N(z) \) be a smooth vector field such that \( n(z) \) and \( N(z) \) make an angle of not more than \( \pi/6 \) radians. Thus, the field \( N \) is transverse along \( \partial G \) and the vectors \( \varepsilon N(z) \), attached to \( \partial G \) at \( z \), sweep out in a one-to-one fashion a tubular neighborhood \( T_\varepsilon \) abutting \( \partial G \). The family of curves \( \gamma_c \), \( 0 \leq c \leq \varepsilon \), parameterized by

\[
\gamma_c(t) = \gamma(t) + c \delta(\gamma(t)) N(\gamma(t)), \quad 0 \leq t \leq 1,
\]

are simple closed curves lying in \( \Omega \). Since \( \partial \Omega_\infty \in C^{2+\alpha} \), it is a consequence of the implicit function theorem that \( \delta(z) \) is a function of class \( C^{2+\alpha} \) in \( \Omega \cap W \) for some neighborhood \( W \) of \( \partial \Omega_\infty \). We may assume without loss of generality that \( \partial G \subset W \).

Each \( \gamma_c \) is then a curve of class \( C^{2+\alpha} \).

The \( \gamma_c \)'s can also be expressed as the level sets of a single Lipschitz function \( u \) defined as follows. Let \( \xi : T_\varepsilon \rightarrow \partial G \) be the map which associates to each \( z \in T_\varepsilon \) its projection \( \xi(z) \) onto \( \partial G \) along the unique vector \( N(\xi(z)) \) passing through \( z \). It is easily checked that \( \xi \) satisfies a Lipschitz condition of order 1 in a neighborhood of \( \partial G \) (cf. [37], p. 434 and [17], p. 186). Setting

\[
u(z) = \left| \frac{z - \xi(z)}{\delta(\xi(z))} \right|,
\]

we obtain a function \( u \in Lip_1 \) away from the zeros of \( \delta \) and \( \gamma_c = \{ z : u(z) = c \} \). Because \( \delta(z) \) and \( \delta(\xi(z)) \) are comparable, for almost every \( c \) sufficiently small, \( c \leq \varepsilon \) say, \( |\nabla u(z)| \leq K/\delta(z) \) along \( \gamma_c \) with \( K \) independent of \( c \).

Suppose now that \( f \in H^p(\Omega) \). By definition there exists a sequence of polynomials \( f_j, j = 1, 2, ..., \) with

\[
\int_{\Omega} |f_j - f|^p \, dA \to 0, \text{ as } j \to \infty.
\]

Let \( Q_c \) be an outer function defined in the region bounded by \( \gamma_c \) with \( |Q_c(z)| = \delta(z) \) for all \( z \in \gamma_c \). If we let \( T = \bigcup_{0 \leq c \leq \varepsilon} \gamma_c \), then by the co-area formula (cf. [37], pp. 426 - 427 and [39], p. 118)

\[
\int_0^\varepsilon \left( \int_{\gamma_c} |f_j - f|^p |Q_c| \, dz \right) \, dc = \int_T |f_j - f|^p \delta(z) |\nabla u| \, dA \leq K \int_\Omega |f_j - f|^p \, dA
\]
Since the latter integral tends to zero as \( j \to \infty \), it follows that
\[
\int_{\gamma_c} |f_j - \tilde{f}|^p |Q_c| \, |dz| \to 0, \quad \text{as} \ j \to \infty,
\]
for almost every \( c \leq \varepsilon \). On the other hand, it can be shown that for a sufficiently small fixed \( c \)
\[
\int_{\partial G} |f_j - \tilde{f}|^p |Q| \, |dz| \leq (i) K_1 \int_{\partial G} |f_j - \tilde{f}|^p |Q_c| \, |dz| \leq (ii) K_2 \int_{\gamma_c} |f_j - \tilde{f}|^p |Q_c| \, |dz|,
\]
where \( K_1 \) and \( K_2 \) are constants which do not depend on \( j \) or \( c \). By a suitable choice of \( c \) we are forced to conclude that \( f_j Q^{1/p} \to \tilde{f} Q^{1/p} \) in \( L^p(\partial G, |dz|) \). But, \( G \) is a Smirnov domain and so \( Q^{1/p} \) can also be approximated by a sequence of polynomials in the \( L^p(\partial G, |dz|) \)-norm (cf. [33], p. 173). Consequently, \( \tilde{f} Q^{1/p} \) is itself the limit of a sequence of polynomials in \( L^p(\partial G, |dz|) \) and therefore \( \tilde{f} Q^{1/p} \in E^p(G) \).

The first inequality (i) follows from the fact that \( |Q_c| \in C^{2+\alpha}(\gamma_c) \) and so, by Lemma 2, \( Q_c \in \text{Lip}_1 \) on the closed region bounded by \( \gamma_c \). Here we have made use of the fact that a conformal map of the open unit disk \( D \) onto \( \text{int}(\gamma_c) \) necessarily has a \( C^{2+\alpha} \) extension to \( \overline{D} \), since \( \gamma_c \in C^{2+\alpha} \)(cf. [94], p. 73). The result is that \( Q_c \in \text{Lip}_1 \) on the closure of \( \text{int}(\gamma_c) \) and that \( |Q_c(x)| \geq K |Q(x)| \) for all \( x \in \partial G \), from which (i) follows.

Inequality (ii) is a consequence of the subharmonicity of \( |f_j - f|^p \) and the fact that \( |Q_c| \, |dz| \) is boundedly equivalent to harmonic measure on each of the curves \( \partial G \) and \( \gamma_c \).

(B) Domains with Boundary Cuts. In order to study polynomial approximation on domains with cuts one is led rather naturally to consider a weighted measure \( w \, dA \). Roughly speaking, the polynomials will be dense in \( L^p_c(\Omega, w \, dA) \) if the weight \( w \to 0 \) sufficiently rapidly at the cuts; otherwise, they will not. In this setting, the completeness problem bears a strong resemblance to the well-known Bernstein problem concerning uniform weighted polynomial approximation on the real line, where the cuts or inner boundary of \( \Omega \) now play the role of the point at infinity. Over the years the Bernstein problem has been studied by Akhiezer, Carleson, Pollard, and Mergelian while the corresponding problem for domains has been studied by Keldysh, Djrbashian, Mergelian, Beurling and the author.

The Bernstein approximation problem [5] was initially posed in 1924 and is now largely solved. Here \( w(x) \geq 0 \) is a bounded measurable function defined on the whole real line,
\[
C_w = \left\{ f : \lim_{|z| \to \infty} f(x) w(x) = 0, \quad f \text{ continuous} \right\},
\]
and the question is this: For which weights \( w \) are the polynomials dense in \( C_w \) in the sense that given any \( f \in C_w \) there exists a sequence of polynomials \( Q_j, j = 1, 2, \ldots \), such that

\[
\sup_x |Q_j(x) - f(x)|w(x) \to 0, \quad j \to \infty.
\]

If \( w(x) \) vanishes outside a finite interval \([-R, R]\) the matter is settled by the Weierstrass approximation theorem; the polynomials are dense. If, however, \( w(x) \) has unbounded support then the question is more subtle and in order that the polynomials belong to \( C_w \) we must assume from the outset that

\[
\lim_{|z| \to \infty} |z|^n w(x) = 0, \quad n = 0, 1, \ldots
\]

A second and completely analogous problem is this:

Can every \( f \in L^p(wdx), p \geq 1 \) be approximated by a sequence of polynomials \( Q_j, j = 1, 2, \ldots \), in the sense that

\[
\int_{-\infty}^{\infty} |Q_j(x) - f(x)|^p w(x) \, dx \to 0, \quad j \to \infty.
\]

And, correspondingly it must be assumed that

\[
\int_{-\infty}^{\infty} |x|^n w(x) \, dx < \infty, \quad n = 0, 1, 2, \ldots
\]

Complete solutions to the approximation problem for \( C_w \) have been given by several authors, including Akhiezer, Pollard and Mergelian. Of particular interest here are certain results of Mergelian, each of which corresponds to a parallel result in connection with weighted polynomial approximation on plane domains. Given any \( z \in \mathbb{C} \) define

\[
w^*(z) = \sup_Q |Q(z)|,
\]

the supremum being taken over all polynomials \( Q \) such that \( |Q(x)|(1+|x|)^{-1}w(x) \leq 1 \) for all real \( x \). In other words, \( w^*(z) \) is the norm of the mapping \( Q \to Q(z) \) regarded as a linear functional on the polynomials in the \( C_{(1+|x|)^{-1}w} \) norm. Mergelian [67] has shown that: each of the following is necessary and sufficient for the polynomials to be dense in \( C_w \):

\[
\int_{-\infty}^{\infty} \frac{\log w^*(x)}{1+x^2} \, dx = +\infty,
\]
(2) \( w^*(z) = \infty, \quad \text{Im } z \neq 0. \)

As a consequence it is easy to establish a reciprocal relation between completeness in \( C_w \) and a continuation phenomenon, first noted by Bernstein in 1924 and similar to one already encountered here:

(3) either the polynomials are dense in \( C_w \), or the only functions which can be so approximated are restrictions of entire functions to the real axis.

Much of what has just been said has a natural meaning and interpretation in the context of uniform weighted approximation on planar domains. Beurling [10] considered, for example, the following generalization of the classical Bernstein problem: Given a bounded simply connected domain \( \Omega \) and \( w(z) > 0 \) a positive continuous function on \( \Omega \) with \( w(z) \to 0 \) as \( z \to \partial \Omega \), let \( C_w(\Omega) \) be the Banach space of all complex-valued functions \( f \) for which the product \( f(z)w(z) \) is continuous on \( \bar{\Omega} \) and vanishes on \( \partial \Omega \), the norm being defined by

\[
||f||_w = \sup_{\Omega} |f|w.
\]

Evidently, the collection of functions \( A_w(\Omega) = \{ f \in C_w(\Omega) : f \text{ is analytic in } \Omega \} \) is a closed linear subspace of \( C_w(\Omega) \). The problem is to determine whether or not the polynomials are dense in \( A_w(\Omega) \).

Under the supposition that \( w(z) = W(g(z)) \) is a weight depending only on Green’s function \( g \) for \( \Omega \) and satisfying an additional mild regularity restriction, the following correspond to (1), (2) and (3) for the Bernstein problem:

(1') the polynomials are dense in \( A_w(\Omega) \) if \( \int_0^1 \log \log \frac{1}{W(t)} \, dt = +\infty; \)

(2') the polynomials are dense in \( A_w(\Omega) \) if and only if \( A_w(\Omega) \) has no BPE’s on \( \partial \Omega; \)

(3') either the polynomials are dense in \( A_w(\Omega) \), or every \( f \in A_w(\Omega) \) admits an analytic continuation across a fixed piece of \( \partial \Omega. \)

The log-log integral in (1') has been studied extensively for a variety of reasons. It is of fundamental importance, for example, in the Beurling-Levinson-Sjöberg theorem on the existence of a greatest subharmonic minorant of a given function (cf. [22] and [24] for additional references). It first appears in connection with the completeness problem for \( L^p_0(\Omega, wdA) \) in the work of Djrbashian (cf. [65], p. 143) initiated in the late 1940’s. He showed that if \( \Omega_0 \) is the open unit disk with a single radial cut and if \( W(t) \) satisfies the regularity conditions alluded to above, then \( H^p(\Omega_0, wdA) = L^p_0(\Omega_0, wdA) \) whenever (1’) is fulfilled. In general, if \( \partial \Omega \) has an isolated smooth arc, as is the case for \( \Omega_0 \), then the divergence of the log-log integral is also necessary for completeness to occur (cf. [22], p. 46).
Since we are assuming that \( w \) depends only on Green's function, it can be expressed in the form
\[
w(z) = e^{-h(\log |\phi(z)|)},
\]
where \( \phi \) is a conformal map of \( \Omega \) onto the open unit disk \( D \). With the additional requirement that \( yh(y) \uparrow +\infty \) as \( y \downarrow 0 \), we have

**Theorem 6 (1994).**

\[
H^2(\Omega, wdA) = L^2_a, \quad \text{whenever} \quad \int_0^1 \log h(y) dy = +\infty.
\]

Results on the Bernstein problem all depend in one way or another on the now standard theory of quasianalyticity as developed by Denjoy, Carleman and Bernstein. In order to address the difficulties associated with the corresponding problem for domains this must be replaced by a more recent theory of asymptotically holomorphic functions in a form due principally to Beurling [9], Dyn'kin [34] and Vol'berg [91]. Roughly speaking, a function \( F(e^{i\theta}) \) defined initially on \( \partial D \) is **asymptotically holomorphic** if it can be realized as the boundary values of a corresponding Sobolev function \( F(z) \) defined on \( D \) and having the property that

\[
|\partial F(z)| \to 0, \quad \text{rapidly as} \quad |z| \to 1.
\]

The rate at which \( |\partial F| \) drops off at \( \partial D \) can be taken as a measure (or asymptotic estimate) of the extent to which \( F(e^{i\theta}) \) deviates from the boundary values of a truly analytic function. If the drop off is sufficiently rapid and the consequent deviation below a certain critical level, then \( F(e^{i\theta}) \) will continue to enjoy many of the properties usually associated with analyticity. A more extensive discussion of this notion can be found in Koosis' book [56].

**Proof of Theorem 6 (outline).** Let \( g \in L^2(\Omega, wdA) \) be any function such that
\[
\int_\Omega P g w dA = 0 \quad \text{for all polynomials} \quad P
\]
and form the Cauchy integral
\[
f(z) = \int_\Omega \frac{gw(\zeta)}{\zeta - z} dA_\zeta,
\]
which by (2.4) is a function belonging to the Sobolev space \( W^2_1(\mathbb{R}^2) \). The use of \( g \) here to represent something other than Green's function will now be suppressed and no confusion will result. By assumption \( f \equiv 0 \) in \( \Omega_\infty \), and the rate at which \( w \) decreases at the boundary guarantees that \( f \) is continuous when restricted to \( \partial \Omega \). And so, it follows from the fine continuity associated with potentials that \( f \equiv 0 \) on
\[ \partial \Omega_\infty. \] The proof can then be completed and the theorem established by verifying that 
\( f \equiv 0 \) on all of \( \partial \Omega \) and arguing as in the paragraph following (2.4).

In order to carry this out it is convenient to transfer the problem to the unit disk by setting 
\( F = f(\psi) \), where \( \psi = \phi^{-1} \). In this way we obtain a function \( F \) which belongs to the Sobolev space \( W^2_1(D) \), and therefore has radial limits \( F(e^{i\theta}) \) almost everywhere \( d\theta \) on \( \partial D \). Although \( F \) will not in general be analytic it is, nevertheless, 
almost analytic in the sense that 
\[ F(e^{i\theta}) \sim \sum_{n=-\infty}^{\infty} a_ne^{in\theta} \]
and the negative Fourier coefficients \( a_{-n}, n = 1, 2, \ldots \) are such that 
(i) \[ |a_{-n}| \leq e^{-k(n)}, n = 1, 2, \ldots \]
(ii) \[ \sum_{n=1}^{\infty} \frac{k(n)}{n^2} = +\infty, \]
where \( k(x) = \inf_{y>0} (h(y) + xy) \) is the Legendre transform of \( h \). The divergence of the series in (ii) follows from the fact that the two integrals
\[ \int_0^\delta \log h(y) \, dy \quad \text{and} \quad \int_1^{\infty} \frac{k(x)}{x^2} \, dx \]
converge or diverge simultaneously, and \( \int_0^\delta \log h(y) \, dy = -\infty \) by assumption. Because \( yh(y) \uparrow +\infty \) as \( y \downarrow 0 \) it follows that \( x^{-1/2}k(x) \uparrow +\infty \) as \( x \uparrow +\infty \). This, together with the fact that \( h(x) \) is concave and (i) and (ii) are satisfied, implies that 
\( F(e^{i\theta}) \) is asymptotically holomorphic in the sense previously described. An extension to the full disk \( D \) is achieved by first introducing an auxiliary weight 
\[ W(z) = W(|z|) = e^{-h(\log \frac{1}{|z|})} \]
which is itself defined on \( D \). Since the negative Fourier coefficients satisfy \( |a_{-n}| \leq e^{-k(n)} \), and so tend to zero very fast we can find a function \( \rho \in L^\infty(D) \) such that 
\[ \tilde{F}(z) = \sum_{n=0}^{\infty} a_n z^n + \frac{1}{\pi} \int_D \frac{\rho W(\zeta)}{(\zeta - z)} \, dA_\zeta \]
has the same boundary values \( F(e^{i\theta}) \). This is known as the Dyn'kin extension theorem, and is central to our entire argument (cf. [56], pp. 339 - 343). In this way we obtain a new Sobolev function \( \tilde{F} \) such that \( |\partial \tilde{F}(z)| \leq CW(z) \) and \( (F - \tilde{F}) \in W^2_1(D) \).

Our goal then is to prove that \( \tilde{F} = 0 \) a.e. on \( \partial D \). To this end let
\[ E = \{ z \in D : |\tilde{F}(z)| \leq W(z) \}, \]
and set \( U = D \setminus E \). Since \( \tilde{F} \) is continuous in the interior of \( D \), the set \( U \) is open.

We may assume with no loss of generality that \( E \) is the union of countably many
disjoint, smoothly bounded, Jordan regions only finitely many of which meet any compact subset of \( D \) (cf. [24], p. 771). There are two possibilities: either \( \partial U \cap D \) is so sparse that harmonic measure for \( U \), denoted \( d\omega \), is boundedly equivalent to \( d\theta \) along \( \partial D \), or it is not. In the second instance an argument originating with Beurling [9], and based on the Fourier transform, shows that \( F(e^{i\theta}) \equiv 0 \) on \( \partial D \). It is here that some additional restriction such as \( yh(y) \uparrow +\infty \) as \( y \downarrow 0 \) is needed (cf. [24], pp. 772-773). In the case \( d\omega \approx \frac{dt}{2\pi} \) on \( \partial D \) we present only a brief description of the argument, sufficient to indicate the manner in which the Cauchy integral enters once again; this time in an unusual way.

The first step is to introduce an auxiliary function \( \Phi = \tilde{F}e^{R} \), where

\[
R(z) = -\frac{1}{\pi} \int_{U} \frac{1}{\tilde{F}(\zeta)} \frac{\rho W(\zeta)}{(\zeta - z)} dA_{\zeta}.
\]

Because \( \partial \Phi = 0 \) a.e. in \( U \), and because the integrand is bounded

(iii) \( \Phi \) is analytic in \( U \), and

(iv) \( C_{1}|\tilde{F}(z)| \leq |\Phi(z)| \leq C_{2}|\tilde{F}(z)| \) with \( C_{1}, C_{2} > 0 \).

The idea of regularizing a function in this way was first employed by Theodorescu in 1931, rediscovered by Bers in 1951, and rediscovered again by Vol’berg [91] in 1982. It is now commonly referred to as the similarity principle (cf. [89], 122 - 123). To determine the behavior of \( \Phi \) in \( U \) fix an arbitrary point \( z_{0} \in U \). For each \( \varepsilon > 0 \) and sufficiently small let \( D_{\varepsilon} = \{ z : |z| < 1 - \varepsilon \} \) and denote by \( U_{\varepsilon} \) the component of \( D_{\varepsilon} \setminus E \) containing \( z_{0} \). Next, let \( d\omega_{\varepsilon} \) be harmonic measure for \( z_{0} \) relative to \( U_{\varepsilon} \) and integrate \( \log |\Phi| \) over \( \partial U_{\varepsilon} \) to obtain the identity

\[
\int_{\partial U_{\varepsilon}} \log |\Phi| \ d\omega_{\varepsilon} = \int_{\partial U_{\varepsilon}} \log |\tilde{F}| \ d\omega_{\varepsilon} + \int_{\partial U_{\varepsilon}} \Re R \ d\omega_{\varepsilon}.
\]  

(2.10)

The proof then proceeds by using the divergence of the integral \( \int_{0} \log h(y) \ dy \) to show that \( \int \log |\tilde{F}| \ d\omega_{\varepsilon} \to 0 \) for some sequence of \( \varepsilon \to 0 \). Since the second term on the right side of (2.10) is bounded it follows that

\[
\int_{\partial U_{\varepsilon}} \log |\Phi| \ d\omega_{\varepsilon} \to -\infty,
\]

from which it follows that \( \Phi \equiv 0 \) in \( U \). Therefore, \( \tilde{F}(e^{i\theta}) = F(e^{i\theta}) = 0 \) on \( \partial D \) as claimed, since \( \tilde{F} \equiv 0 \) in \( U \) and \( \tilde{F}(z) \to 0 \) as \( z \to \partial D \) through \( D \setminus U \) by construction. This is sufficient to imply that the original Cauchy integral \( f \equiv 0 \) on \( \partial \Omega \), and the theorem follows.
In order to better appreciate the difficulties involved in the proof of Theorem 6, consider for a moment the domain \( \Omega \) obtained by removing from the open unit disk \( D \) a spiral \( z = re^{i\theta} \) defined by

\[
    r = e^{-1/\log \theta}, \quad \theta > 2\pi + 1.
\]

As given, the domain \( \Omega \) was first studied by Keldysh in connection with weighted polynomial approximation in 1941, but not published until 1945 (cf. [53], p. 19 and [65], p. 140). The essential feature here consists in the fact that \( \partial \Omega_\infty \) now represents a single prime end for \( \Omega \). Thus, even though a Sobolev function \( f \) vanishes identically on \( \partial \Omega_\infty \) the corresponding function \( F \) on \( D \), obtained by means of conformal mapping, may not take the boundary value zero at more than a single point. It then becomes a delicate matter to show that

\[
    \int_{\partial D} \log |F(e^{i\theta})| \, d\theta = -\infty,
\]

and to argue from there that \( F(e^{i\theta}) \equiv 0 \) on \( \partial D \), etc.

We have so far been concerned exclusively with approximation in the \( L^2(\Omega, \omega dA) \) norm. The principal reason for doing so is that when transferring the problem from \( \Omega \) to \( D \) by a conformal map the Sobolev space \( W^1_0 \) is preserved. It is clear, however, that our results (and Theorem 6, in particular) are also valid whenever \( 1 \leq p \leq 2 \). In order to deal with the case \( p > 2 \) we shall invoke the following theorem (cf. [21], pp. 416 and 418) which gives a complete solution to the weighted approximation problem in terms of BPE’s, confirming an earlier conjecture of Mergeljan [66] in a more general setting than that in which it was originally posed.

**Theorem 7 (1979).** Let \( \Omega \) be a bounded simply connected domain, and let \( w \in L^\infty \) be a weight which is continuous in \( \Omega \) and depends only on Green’s function. Then, for any \( p \)

1. \( H^p(\Omega, \omega dA) = L^p_\omega \), if and only if, \( H^p \) has no BPE’s on \( \partial \Omega \).
2. If \( H^p(\Omega, \omega dA) \neq L^p_\omega \) there exists a point \( \xi_0 \in \partial \Omega \) and an open set \( U \) containing \( \xi_0 \) such that every \( f \in H^p \) admits an analytic continuation to \( U \).

For the present we shall assume that \( \Omega \) is a bounded simply connected domain, that \( \phi : \Omega \to D \) is a conformal map, and that

\[
    w(z) = w(|z|) = e^{-h(\log 1/|\phi(z)|)}
\]

is a weight satisfying the two conditions

1. \( yh(y) \to +\infty \) as \( y \downarrow 0 \),

where \( h \) is a function with certain properties at \( 0 \).
Given any such weight \( w \) we can find an analogous weight \( \tilde{w} \) such that for any polynomial \( Q \)

\[
\sup_{\Omega} |Q|\tilde{w} \leq C \|Q\|_{L^1(\Omega, w \, dA)}.
\] (2.11)

The existence of such a weight is easily verified as follows: Fix a point \( \xi \in \Omega \), set \( y = 1 - |\phi(\xi)| \), and let \( \delta = \text{dist}(\xi, \partial \Omega) \). By the Koebe distortion theorem ([71], pp. 21-22), \( y \leq C\sqrt{\delta} \) for some absolute constant \( C \). If \( B \) is the disk with center at \( \xi \) and radius \( \delta/2 \) the area mean value theorem gives

\[
Q(\xi) = \frac{1}{|B|} \int_B Q \, dA = \frac{4}{\pi \delta^2} \int_B Q \frac{w}{w} \, dA.
\]

Because \( w \) is monotone in \( y \) and \( y \leq C\sqrt{\delta} \), we obtain the inequality

\[
|Q(\xi)| y^4 w(y/2) \leq C \int_{\Omega} |Q|w \, dA,
\]
valid for all polynomials \( Q \). Finally, taking

\[
\tilde{w}(z) = e^{-2h(\frac{1}{2}\log \frac{1}{|z(\xi)|})}
\]

and adjusting the constant \( C \) accordingly (2.11) is satisfied. In summary:

(a) Given \( w \) we can find \( \tilde{w} \) and (2.11) holds;

(b) Conversely, given \( \tilde{w} \) we can find a corresponding \( w \);

(c) \( w \) and \( \tilde{w} \) both enjoy properties (i) and (ii).

The Case \( p > 2 \). We are now in a position to establish Theorem 6 for all finite \( p \).

Suppose, for example, that \( \tilde{w} \) is a weight with properties (i) and (ii) and suppose

\[
H^p(\Omega, \tilde{w} \, dA) \neq L^p_\alpha.
\]

Hence, \( H^p(\Omega, \tilde{w} \, dA) \) has a BPE at some point \( \xi_0 \in \partial \Omega \). By our remarks above there exists another weight \( w \) also having properties (i) and (ii) such that

\[
|Q(\xi_0)| \leq C_1 \|Q\|_{L^p(\tilde{w} \, dA)} \leq C_2 \|Q\|_{L^1(\tilde{w} \, dA)}
\]

for all polynomials \( Q \). This contradicts the fact that \( H^1(\Omega, w \, dA) = L^1_\alpha \) as we have already proved.

The Case \( p = \infty \). Beurling’s question which is the planar version of the Bernstein problem can now be answered in the affirmative:
Theorem 8 (1994). Assuming properties (i) and (ii) the polynomials are dense in $A_w(\Omega)$.

Proof: Let $f \in A_w(\Omega)$. For each $r < 1$ put $f_r = F(r\phi)$, where $F = f(\phi^{-1})$. Evidently, $f_r \in A_w(\Omega)$ and, moreover,

$$||f_r - f||_w = \sup_{\Omega} |f_r - f|_w \to 0, \quad \text{as} \quad r \to 0.$$  

Since $f_r$ is bounded on $\Omega$ it can be approximated arbitrarily closely by polynomials in the $L^1(\Omega, \tilde{w}dA)$ norm, where $\tilde{w}$ dominates $w$ in the sense of (2.11). Therefore, the same sequence of polynomials converges to $f_r$ in the norm of $A_w(\Omega)$. Theorem 8 is proved.

We began our treatment of the completeness problem on domains with boundary cuts by suggesting that it was somehow necessary to consider only weighted approximation in this setting. That, however, is not, strictly speaking, entirely true. In 1964 Mergelian and Tamadian [68] made a rather surprising discovery. They showed that in certain special situations the cuts themselves can actually be made to play the role of a weight. Consider, for example, a perfect nowhere dense set of points $E$ on the unit circle $\partial D$. Given $\rho$, $0 < \rho < 1$, let

$$S_x = \{z : \arg z = \arg x, \quad 1 - \rho \leq |z| \leq 1\}$$

and put $S_E = \bigcup_{x \in E} S_x$. Thus, $\Omega_E = D \setminus S_E$ is a simply connected domain and $\partial \Omega_E$ consists almost entirely of cuts. Let $E^c = \partial D \setminus E$, set $\Delta_t(x) = \{e^{it} : |\theta - \arg x| \leq t\}$, and denote 1-dimensional Lebesgue measure by $m$. The following is a strengthening of the result in [68], p. 80, and depends on the Denjoy quasianalyticity criterion:

Theorem 9 (1977). The polynomials are complete in $L^p_0(\Omega_E, dA)$ for every $p$ if there exists a countable set $E'$, everywhere dense in $E$, such that for each $x \in E'$

1. $m(\Delta_t(x) \cap E^c) \leq V(t)$ for $t \leq t(x)$ and some regular majorant $V$;

2. $\int_0^1 \log \log \frac{1}{V(t)} dt = +\infty$.

A weight $V(t)$ is regular if it is logarithmically convex; that is, if $t \frac{V'(t)}{V(t)} \uparrow +\infty$ as $t \downarrow 0$. Recall that the same condition appears in the early work of Djrbashian and Shahinian as described here in Theorem 2.

§3. THE UNIQUENESS PROPERTY

We have encountered several instances of what now appears to be a general principle.

It is this: Either $H^p = L^p_0$, or every $f \in H^p$ admits an analytic extension to a set larger than that on which $f$ is presumably defined. Here we ask: To what extent,
and in what form, might such a principle be extended to cover rational approximation on closed sets without interior points?

In this discussion $X$ will be a compact nowhere dense set in the plane and $\mathcal{R}(X)$ will stand for the set of all rational functions having no poles on $X$. As usual, $C(X)$ will be the Banach space of all continuous complex valued functions on $X$ endowed with the uniform norm $\max_{z \in X} |f(z)|$. We will denote by $R(X)$ and $R^p(X)$ the closures of $\mathcal{R}(X)$ in $C(X)$ and in $L^p(X, dA)$, respectively. There is a fundamental distinction between approximation in the ranges $1 \leq p < 2$ and $p \geq 2$. The following disparity was first noticed by Sinanian [81] in 1965 and subsequently rediscovered by the author [16]:

1. $R^p(X) = L^p(X)$, whenever $1 \leq p < 2$,

2. It can happen that $R^p(X) \neq L^p(X)$, when $p \geq 2$, depending on the set $X$.

The arguments presented here in support of (1) and (2) are those of the author.

In order to verify the first assertion fix $p$ with $1 \leq p < 2$ and let $g \in L^q(X)$, $q = p/(p-1)$ be any function in the dual space such that $\int Qg dA = 0$ for all rational functions $Q$. By assumption the Cauchy integral

$$f(z) = \int_X g(\zeta) \frac{dA\zeta}{\zeta - z}$$

vanishes identically in the complement of $X$. It is also continuous since $f$ is the convolution of an $L^q$ function with a function in $L^p$ for all $p < 2$. Because $X$ has no interior, $f \equiv 0$ in the entire plane and so $g = 0$. Evidently, then, $R^p(X) = L^p(X)$.

To obtain a set $X$ for which $R^2(X) \neq L^2(X)$ we can take advantage of the manner in which the Bergman kernel varies with certain deformations of the underlying region. Beginning with a countable dense set of points $S = \{\alpha_1, \alpha_2, \ldots\}$ in $D \setminus \{0\}$, let $\alpha_1 = \alpha_1$ and remove from $D$ an open disk $D_1 = \{z : |z - \alpha_1| < r_1\}$ so that $0 \in \Omega_1 = \bar{D} \setminus D_1$.

For any $f \in \mathcal{R}(\Omega_1)$,

$$|f(0)|^2 \leq K_1(0, 0) \int_{\Omega_1} |f|^2 dA,$$

where $K_1(z, \zeta)$ is the Bergman kernel for $\Omega_1$. Next, let $a_2 = \alpha_{j_2}$ be the first point of $S$ not contained in the closure of $D_1$. Remove a second disk $D_2 = \{z : |z - a_2| < r_2\}$ from $D$ in such a way that

(i) $D_1$ and $D_2$ have disjoint closures;

(ii) $0 \in \Omega_2 = \bar{D} \setminus (D_1 \cup D_2)$;

(iii) $K_2(0, 0) - K_1(0, 0) < \frac{1}{2}$ with $K_j(z, \zeta)$ being the Bergman kernel for $\Omega_j$, $j = 1, 2$.

To ensure that property (iii) is satisfied one has only to choose the radius of $D_2$ sufficiently small (cf. [16], p. 301). Continue in this way to obtain a sequence of disks.
$D_j$, $j = 1, 2, \ldots$, and a sequence of closed regions $\Omega_n = D \setminus \bigcup_{j=1}^{n} D_j$, $n = 1, 2, \ldots$, such that

(i) the $D_j$ have mutually disjoint closures;

(ii) $\bigcap_{n=1}^{\infty} \Omega_n$ has no interior and contains the point $z = 0$;

(iii) $K_{n+1}(0,0) - K_n(0,0) \leq \frac{1}{2^n}$,

where $K_j(z, \zeta)$ is the Bergman kernel for $\Omega_j$, $j = 1, 2, \ldots$.

The set $X = D \setminus \bigcup_{j=1}^{\infty} D_j = \bigcap_{j=1}^{\infty} \Omega_j$ is compact, and $0 \in X$. If $f \in \mathcal{R}(X)$ then there exists an integer $n_0$ such that $f \in \mathcal{R}(\Omega_n)$ whenever $n \geq n_0$, and therefore

$$|f(0)|^2 \leq K_n(0,0) \int_{\Omega_n} |f|^2 dA$$

as soon as $n \geq n_0$. It follows from the monotone convergence theorem for integrals that

$$|f(0)|^2 \leq \left( K_1(0,0) + \sum_{n=1}^{\infty} \frac{1}{2^n} \right) \int_{X} |f|^2 dA$$

for all $f \in \mathcal{R}(X)$. Thus, $R^2(X)$ has a BPE at 0, and so $R^2(X) \neq L^2(X)$.

The first steps toward answering the question which initiated this discussion were taken by Émile Borel during the last decade of the nineteenth century. By 1892 he had conceived that it must be possible to extend the theory of analytic functions to larger classes of functions defined on sets without interior points in such a way that the distinctive property of unique continuation is retained. To that end he introduced the notion of a monogenic function. By definition a function $f$ defined on a set $E$ is monogenic at a point $x_0 \in E$ if it has a derivative at $x_0$ in the sense that

$$\lim_{x \to x_0, x \in E} \frac{f(x) - f(x_0)}{x - x_0}$$

exists through points of $E$. Thus, if $\Omega$ is an open set then a function $f$ is monogenic at each point of $\Omega$ if and only if it is analytic in $\Omega$. Borel's main result [14], published twenty-five years later, was to construct a compact set $X$ having no interior, but containing a large dense subset $E$ such that every function monogenic on $X$ is uniquely determined by its value and the values of all its derivatives at any individual point of $E$ (cf. also [12]).

In the process he also obtained an integral representation of Cauchy type for monogenic functions. Although this aspect of Borel's many contributions to mathematics never gained wide attention, it did nevertheless provide a basis and inspiration for
the subsequent development of the theory of quasianalytic functions of a real variable by Denjoy, Carleman, Mandelbrojt and Bang. All of these ideas are, in one way or another, embedded in the following example.

**Theorem 10 (1973).** There exists a compact set $X_0$ having no interior and positive $dA$ measure such that whenever two functions in $R^p(X_0)$, $p \geq 2$ coincide on a set of positive measure in $X_0$, they coincide almost everywhere.

The first example of this kind in connection with $L^p$ approximation was constructed by Sinanian [81] in 1965. At that time he was able to establish the existence of a compact nowhere dense set $X$ with the property that whenever two functions in $R^p(X)$, $p \geq 2$, agree on a relatively open subset of $X$, they agree almost everywhere. Theorem 10, therefore, represents a strengthening of Sinanian’s result. The history of the various attempts to extend the uniqueness property of the analytic functions to broader classes defined on sets without interior points is not, however, entirely clear. There is an oblique reference in Mergelian’s famous paper [64], pp. 317-318, to the existence of a compact nowhere dense $X$ such that the functions in $R(X)$ are monogenic in the sense described above, and so if two of them coincide on a certain portion of $X$, they are identical everywhere on $X$. Sinanian ([81], p. 1365 and [63], p. 745) seems to credit this result to Keldysh, but no reference is ever given. In 1975 Gonchar constructed an example in which any subset of $X$ having positive 1-dimensional Hausdorff measure uniquely determines the functions in $R(X)$. His argument is similar in spirit to the proof of Theorem 10 outlined below in that it avoids lengthy and cumbersome computations.

**Proof of Theorem 10.** The idea is to construct a compact nowhere dense set $X_0$ of finite perimeter (a Swiss cheese) in such a way that it contains a sequence of subsets $X_k$, $k = 1, 2, \cdots$, having the following properties:

1. each $X_k$ is a Swiss cheese whose complementary components are bounded by polygonal arcs;
2. $\text{meas } \{X_0 \setminus X_k\} \to 0$ as $k \to \infty$;
3. for each $k$ there are positive constants $A_n$, $n = 0, 1, 2, \cdots$, such that
   $$|f^{(n)}(\zeta)| \leq A_n ||f||_{L^2(X_0)}$$
   for all $f \in R(X_0)$ and all $\zeta \in X_k$;
4. $\sum_{n=0}^{\infty} \left( \frac{1}{A_n} \right)^{1/n} = \infty$.

The crucial properties (3) and (4) are easily arranged by taking advantage of the fact that, not only the values of the Bergman kernel, but also those of all its derivatives
can be controlled under deformation of the underlying region in the manner described above.

Suppose now that $X_0$ has been constructed as indicated, and that a function $f \in \mathcal{R}^2(X_0)$ vanishes on a set of positive $dA$ measure. By assumption $f$ is the limit in norm of a sequence $f_j$, $j = 1, 2, \ldots$, belonging to $\mathcal{R}(X_0)$, and by (3) the sequence of derivatives $f_j^{(n)}$, $j = 1, 2, \ldots$, converges uniformly on $X_k$, $k = 1, 2, \ldots$, for each $n$.

Thus, $f$ can be viewed as a $C^\infty$ function on any line segment lying in $X_k$, $k = 1, 2, \ldots$. Since $X_k$ has finite perimeter almost all lines in a fixed direction meet only finitely many of its complementary components, and therefore intersect $X_k$ in a collection of linear segments. By choosing $k$ sufficiently large we may assume that $f = 0$ on a set of positive $dA$ measure in $X_k$, and we can then infer from Fubini's theorem that $f = 0$ on a set of positive linear measure on some line segment $l$ lying in $X_k$.

Because $\sup_l |f^{(n)}| \leq A_n \|f\|_{L^2(X_0)}$ and property (4) is satisfied, $f$ satisfies Denjoy's criterion (cf. [18], p. 314 and [12], p. 126) for membership in a quasianalytic class on $l$. If, on the other hand, $x_0$ is a point of linear density in $l$ for the zero set of $f$ one can easily verify that $f^{(n)}(x_0) = 0$, $n = 0, 1, \ldots$. Hence, by quasianalyticity, $f$ vanishes identically on $l$. Moreover, we can arrange that $x_0$ can be joined to almost any other point of $X_k$ by a polygonal arc in $X_k$ whose initial segment lies in $l$. Again, by quasianalyticity, $f$ vanishes identically along any such arc, since at each vertex its derivatives coincide in the appropriate directions. Consequently, $f = 0$ almost everywhere on $X_k$, $k = 1, 2, \ldots$, and therefore by property (2) almost everywhere on $X_0$. Theorem 10 is proved.

§4. THE INTEGRABILITY PROBLEM

Let $\Omega$ be a simply connected domain having at least two boundary points in the extended complex plane, and let $\phi : \Omega \to D$ be a conformal map of $\Omega$ onto the open unit disk $D$. The following question arose in connection with the $L^p$-completeness problem for polynomials on domains of crescent type as presented here in Section 2.

**Question:** For which values of $p$, $1 \leq p < \infty$ is $\int_{\Omega} |\phi'|^p \ dA < \infty$?

For $p = 2$ the integral represents the area of the image disk $D$, and is therefore finite. By the early 1970’s it was known to converge for $\frac{4}{3} < p < 3$, and if $\Omega$ is the plane slit along the negative real axis it clearly diverges for $p = \frac{4}{3}$ and $p = 4$, as the Koebe function shows. These facts were apparently first discovered by Gehring and Hayman (unpublished) for $\frac{4}{3} < p < 2$ and published by Metzger (cf. [20]) for $2 < p < 3$. It has been known for some time that the upper bound 3 can be increased (cf. [20]).

**Theorem 11 (1978).** There exists a constant $\tau > 0$, not depending on the region
\Omega, such that
\begin{equation}
\int_{\Omega} |\phi'|^p \, dA < \infty,
\end{equation}
whenever $\frac{4}{3} < p < 3 + \tau$.

For a wide class of regions, including star-like and close-to-convex domains, $p = 4$ is the correct upper bound. The same is true if either of these is satisfied locally along the boundary; for example, if $\partial \Omega$ is locally the graph of a function. All available evidence seems to indicate that $\int |\phi'|^p \, dA < \infty$ for $\frac{4}{3} < p < 4$ in all cases, but that is still unproven.

Here is a sketch of the author's original proof of Theorem 11 in [20]. Fix $x_0 \in \Omega$ with $\phi(x_0) = 0$ and let $\delta(z) = \text{dist} (z, \partial \Omega)$. It follows from the coarea formula, or in this case from polar coordinates, that
\begin{equation}
\int_{\Omega} |\phi'|^p \, dA = \int_0^1 2\pi r \int_{|\phi| = r} |\phi'|^{p-2} \, d\omega_r \, dr,
\end{equation}
where $d\omega_r$ is harmonic measure on the curve $|\phi| = r$ relative to $x_0$. Moreover, by the Koebe distortion theorem (cf. [71], p. 22) $|\phi'(z)| \approx \frac{1-|\phi(z)|}{\delta(z)}$ near $\partial \Omega$ and, consequently, the integral in (4.1) converges if, and only if,
\begin{equation}
\int_0^1 (1-r)^{p-2} \int_{|\phi| = r} \frac{d\omega_r}{\delta(z)^{p-2}} \, dr < \infty.
\end{equation}

The proof of the theorem is now completed by showing that there exists a constant $\rho > 0$, such that if $\lambda > \frac{1}{2}$, then
\begin{equation}
\int_{|\phi| = r} \frac{d\omega_r}{\delta(z)^{\lambda}} = O \left[ \frac{1}{(1-r)^{2\lambda-\rho}} \right], \quad r \to 1.
\end{equation}

Theorem 11 is proved.

If we could establish (4.2) for all $\rho < 1$ it would follow that $\int |\phi'|^p \, dA < \infty$ for $\frac{4}{3} < p < 4$. However, the reasoning employed here, which is based on a combinatorial argument of Carleson [28], will not give that result. The principle focus in [28] was concentrated on the question: On a Jordan curve, is harmonic measure absolutely continuous with respect to $\alpha$-dimensional Hausdorff measure for every $\alpha < 1$? This and the integrability problem are each questions about distortion under a conformal mapping, and that distortion can be manifested in two ways: By the
(i) expansion and/or compression of boundary sets;
(ii) growth and/or decay of $|\phi'|$ at the boundary.
In the case of harmonic measure Makarov has shown that the answer is yes, while Lavrent’ev, McMillan and Piranian, and Carleson have shown by means of counterexamples that absolute continuity does not always occur if $\alpha = 1$. Each of those examples depends on the existence of an abundance of twists points in $\partial \Omega$. By definition a point $\xi \in \partial \Omega$ is a twist point if

$$\limsup_{z \to \xi, z \in \Omega} \arg (z - \xi) = +\infty, \quad \liminf_{z \to \xi, z \in \Omega} \arg (z - \xi) = -\infty.$$ 

Additional information and references on this topic can be found in Pommerenke’s two books [71] and [73]. It would be interesting to know to what extent the similarity between the two problems can be pursued. Is the extremal situation for the integrability of the derivative of a conformal map tied to the existence of twist points? If there are no twist points in $\partial \Omega$ does it follow more easily that $\int_\Omega |\phi|^p \, dA < \infty$ if $\frac{4}{3} < p < 4$?

One can choose to work either on $\Omega$ or on $D$. Setting $f = \phi^{-1}$, it suffices to show that

$$(a) \quad \int_D |f'|^{2-p} \, dA < \infty, \quad \frac{4}{3} < p < 4,$$

or, by analogy with (4.2), to obtain a suitable estimate for the rate of growth of the integral means

$$(b) \quad I_t(r, f') = \int_0^{2\pi} |f'(re^{i\theta})|^t \, d\theta,$$

particularly in the range $-2 < t < 0$. The precise bound depends on the special nature of the function

$$B(t) = \inf \{ \beta : I_t(r, f') = O((1 - r)^{-\beta}) \text{ for all univalent } f \},$$

which was introduced by Makarov and Pommerenke and is known as the universal integral means spectrum for conformal maps. The main integrability conjecture is more or less equivalent to the assertion that $B(-2) = 1$. In general, $B(t)$ is a convex function defined for $-\infty < t < \infty$, and Pommerenke [72] (cf. also [73] and [74]) has shown that

$$B(t) \leq -\frac{1}{2} + t + \sqrt{\frac{1}{4} - t + 4t^2}, \quad B(t) < |t| - 0.399 \text{ for } t \leq -1,$$

from which it follows that $B(-2) < 1.601$ and that the integral in (a) is finite whenever $\frac{4}{3} < p < 3.399$. His argument is carried out on the disk $D$, and is based on an estimate
for the Schwarzian derivative and certain differential inequalities. By considering higher or generalized Schwarzian derivatives in his thesis [8], Bertilsson has shown that the upper bound for the range of integrability can be increased to 3.421, and that is currently the best known estimate of its kind.

A more detailed analysis of the function \( B(t) \) can be found in the article of Carleson and Makarov [29], where a kind of phase transition is identified (cf. also Bertilsson [8] for an excellent summary and description of those results). It is now known that there exist constants \( t_- < 0 \) and \( t_+ > 0 \) such that

\[
B(t) = \begin{cases} 
3t - 1 & \text{if } t > t_+ , \\
-t - 1 & \text{if } t < t_- , 
\end{cases}
\tag{4.3}
\]

while examples constructed by Makarov and Rohde involving lacunary series demonstrate that

\[
B(t) \sim c t^2 \text{ if } |t| \text{ is small.} \tag{4.4}
\]

It follows from the work of Feng and MacGregor (cf. [73], p. 177) that \( t_+ \leq \frac{1}{3} \) and from that of Carleson and Makarov [29] that \( t_- \leq -2 \). For a proof of (4.4) see Pommerenke [73], p. 192. Evidently, then, if \( t < t_+ \) the Koebe function gives nearly the maximal rate of growth for the integral means (b), but if \( t_- < t < t_+ \) the rate of growth is more rapid. And, as Bertilsson has suggested, for \( |t| \) small the extremal rate is (due to the intervention of lacunary series) most likely achieved by a function \( f \) mapping \( D \) onto a region \( \Omega \) with a fractal boundary. Should phase transition occur at \( t_- = -2 \) then the main integrability conjecture is true, and we obtain as a corollary a comparison between the Hausdorff dimension of an arbitrary set \( E \) in \( \partial D \) with that of its image \( f(E) \) in \( \partial \Omega \); in particular,

\[
\dim f(E) > \frac{2 \dim E}{4 - \dim E} > \frac{\dim E}{2},
\]

which is consistent with earlier results of Makarov (cf. [73], p. 232). This, of course, tends to support the conjecture.

In order to test the integrability conjecture on domains with fractal boundaries one is led to consider complex dynamics as a source of such domains. For a fixed \( c \in \mathbb{C} \) let \( F(z) = F_c(z) = z^2 + c \). By definition \( F^n = F \circ \cdots \circ F \) is the \( n \)-fold iterate of \( F \) with itself and

\[
\Omega_c = \{ z \in \mathbb{C} : F^n(z) \to \infty \text{ as } n \to \infty \}.
\]

Thus, \( \infty \in \Omega_c \), and in some cases \( \Omega_c \) is simply connected. Also by definition

\[
\mathcal{M} = \{ c \in \mathbb{C} : \Omega_c \text{ is simply connected} \} = \{ c \in \mathbb{C} : \partial = \partial \Omega_c \text{ is connected} \},
\]
and is known as the Mandelbrot set. Here, $J = \partial \Omega_c$ is the Julia set of $F$ and is most often a fractal curve.

Given $c \in \mathcal{M}$ let $\psi : D \to \Omega_c$ be a conformal map with $\psi(0) = \infty$. Recently, Baranski, Vol’berg and Zdunik [4] have verified:

**Theorem 12 (1998).** For every $c \in \mathcal{M}$, the integral $\int_{\partial \Omega_c} |\psi'|^{2-p} \, dA < \infty$ whenever $\frac{4}{3} < p < 4$.

The main difficulty here, of course, is to establish 4 as the correct upper bound. The proof, on the other hand, is surprisingly elementary in comparison with other arguments which have been brought to bear on the problem, particularly given the extreme fractal nature of $\partial \Omega_c$.

Over the years the integrability question has gained wide attention and some interesting connections with other problems have been uncovered. As recently as 2002 Bishop [13] has exhibited a deep connection between some work of Sullivan and Thurston on hyperbolic geometry in three dimensions, and more specifically on work related to a long standing open problem concerning quasiconformal extension in $\mathbb{R}^3$. Carleson and Makarov ([30], [31]) have indicated some connections with certain problems in mathematical physics. Links to other areas of function theory can also be found in Hedenmalm [49].

§5. CAUCHY INTEGRAL AND ANALYTIC CAPACITY

The concept of analytic capacity was introduced by Ahlfors in 1947 in connection with the problem of characterizing sets of removable singularities for bounded analytic functions, otherwise known as the Painlevé problem. In the ensuing years others, and A. G. Vitushkin in particular, further developed the concept and used it to settle a number of questions concerning uniform approximation by rational functions on compact subsets of the plane. An extensive discussion of analytic capacity and its many applications can be found collectively in the articles of Vitushkin [90], Mel’nikov and Sinanjan [63] and in Gamelin’s book [38].

The **analytic capacity** of a compact set $X$, denoted $\gamma(X)$, is defined as follows:

$$\gamma(X) = \sup |f'(\infty)|,$$

where the supremum is extended over all functions $f$ analytic in $\mathbb{C} \setminus X$ and normalized so that

$$\|f\|_{\infty} = \sup_{\mathbb{C} \setminus X} |f| \leq 1, \quad f(\infty) = 0.$$  

In this case there exists a unique admissible $f$ with $f'(\infty) = \gamma(X)$. For an arbitrary planar set $E$ we let $\gamma(E) = \sup \gamma(X)$, the supremum being taken over all compact
sets $X \subseteq E$. Two properties of capacity which are of critical importance here are these:

(i) $\gamma(B_r) = r$ for every disk $B_r$ of radius $r$

(ii) $\gamma(X) \approx \text{diam}(X)$ whenever $X$ is compact and connected; in particular, $\gamma(X) \leq \text{diam}(X) \leq 4\gamma(X)$.

Unfortunately, insofar as it is not known to be subadditive, analytic capacity does not appear to be a genuine capacity. In the past this has made it especially difficult to work with in certain situations. Tolsa [88], however, has recently shown that analytic capacity is semiaffine in the sense that

$$\gamma(E \cup F) \leq C(\gamma(E) + \gamma(F))$$

for all compact sets $E, F \subseteq \mathbb{C}$ and some absolute constant $C$. The key consists in showing that $\gamma$ is equivalent to another capacity $\gamma^+$ which is itself known to be semiaffine, and which for our purpose is more directly linked to the Cauchy integral. For a compact set $X$,

$$\gamma^+(X) = \sup_{\nu} \nu(X),$$

where the supremum is taken over all positive measures $\nu$ supported on $X$ such that the Cauchy integral $\tilde{\nu} \in L^\infty(\mathbb{C})$ and $\|\tilde{\nu}\|_\infty \leq 1$. Since $\tilde{\nu}$ is analytic in $\mathbb{C} \setminus X$ and $\nu'(\infty) = \nu(X)$, the function $\tilde{\nu}$ is admissible in the definition of $\gamma$ and therefore $\gamma^+(X) \leq \gamma(X)$. As before, if $E$ is an arbitrary planar set, then

$$\gamma^+(E) = \sup_X \gamma^+(X),$$

where $X$ is compact and $X \subseteq E$.

The capacity $\gamma^+$ seems to have been effectively introduced by Havinson at an international conference on function theory held in Erevan during the summer of 1965 (cf. [46]). In defining $\gamma^+(X)$, however, he would allow all measures $\nu$ for which $\|\tilde{\nu}\|_\infty \leq 1$ in $\mathbb{C} \setminus X$, which in retrospect is evidently an unnecessary requirement. Tolsa's theorem (cf. [88]) which represents a major advance in the theory of analytic capacity is this:

**Theorem 13 (2003).** There exists an absolute constant $C > 0$ so that

$$\gamma^+(E) \leq \gamma(E) \leq C\gamma^+(E)$$

for all sets $E \subseteq \mathbb{C}$; that is, $\gamma \approx \gamma^+$. 
Since $\gamma^+$ is in fact countably semiadditive (cf. [87], [88]), the same is also true of $\gamma$:

If $E_n$, $n = 1, 2, \ldots$, are Borel sets, then

$$\gamma \left( \bigcup_n E_n \right) \leq C \sum_n \gamma(E_n), \quad (5.1)$$

where $C$ is once again an absolute constant.

In order to employ analytic capacity in connection with certain problems it is convenient to have a substitute for the notion of fine continuity, a concept described earlier in Section 2. A substitute is provided by the following lemma. It can be viewed as a strengthening of a prior result of the author ([17], Lemma 2), and was suggested by an idea of Carleson ([27], Lemma 1) used to give a short proof of Mergelian’s theorem on uniform polynomial approximation. As is the custom, given a positive measure $\nu$ the corresponding Newtonian potential is designated

$$U^\nu(z) = \int |\zeta - z|^{-1} d\nu(\zeta)$$

**Lemma 3** (2003). Let $\mu$ be a finite complex, compactly supported, Borel measure in $C$, and let $x_0$ be any point where $U^{|\mu|}(x_0) < \infty$. For each $r > 0$ let $B_r = B(x_0, r)$ be the disk with center at $x_0$ and radius $r$, and let $E$ be a set with the property that for every $r > 0$ there is a relatively large subset $E_r \subseteq (E \cap B_r)$ on which $U^{|\mu|}$ is bounded; that is

1. $U^{|\mu|} \leq M_r < \infty$ on $E_r$
2. $\gamma(E_r) \geq \varepsilon \gamma(E \cap B_r)$ for some absolute constant $\varepsilon$.

If, moreover, $E$ is thick at $x_0$ in the sense that

$$\limsup_{r \to 0} \frac{\gamma(E \cap B_r)}{r} > 0, \quad (5.2)$$

then

$$|\hat{\mu}(x_0)| \leq \limsup_{z \to x_0, z \in E} |\hat{\mu}(z)|.$$

**Proof**: By Tolsa’s theorem $\gamma \approx \gamma^+$, and so each of the hypotheses in the lemma remain valid for $\gamma^+$ with possibly different constants. In particular, according to (5.2),

$$\limsup_{r \to 0} \frac{\gamma^+(E \cap B_r)}{r} > 0.$$

Thus, there exists a constant $C > 0$ and a sequence of $r \to 0$ such that $\gamma^+(E_r) > C r$ for each corresponding $r$. Consistent with the definition of $\gamma^+$ we can then select positive measures $\sigma_r$ on $E_r$ such that
\[(a) \ |\sigma_r| = \sigma_r(E_r) > C_r \]
\[(b) \ |\sigma_r| \leq 1 \text{ a.e. } dA. \]

Setting \( \nu_r = \frac{1}{|\sigma_r|} \) we obtain a sequence of probability measures, and it can be easily checked that

\[(c) \ \nu_r \text{ is carried by } E_r \subseteq (E \cap B_r) \]
\[(d) \ \lim_{r \to 0} \int_{E_r} \nu_r \, d\nu_r = \nu(x_0). \]

From (d) the desired conclusion is immediate:

\[|\nu(x_0)| \leq \limsup_{z \to x_0, z \in E} |\nu(z)|. \]

Lemma 3 is proved.

The following two well-known theorems of Lavrent'ev and Vitushkin are straightforward corollaries of Lemma 3. Given a compact set \( X \subseteq \mathbb{C} \) let \( P(X) \) and \( R(X) \) denote the closure in \( C(X) \) of the polynomials and rational functions, respectively.

**Corollary 1 (Lavrent'ev 1936).** \( P(X) = C(X) \) if and only if \( X \) has no interior and the complement \( \mathbb{C} \setminus X \) is connected.

**Corollary 2 (Vitushkin 1958).** \( R(X) = C(X) \) if and only if,

\[\limsup_{r \to 0} \frac{\gamma(B(x, r) \setminus X)}{r} > 0 \]

for \( dA \) almost every \( x \in X \).

**Proof of Corollary 2.** Let \( \nu \) be any measure on \( X \) such that \( \int f \, d\nu = 0 \) for every rational function \( f \) having no poles on \( X \); that is, for every \( f \in R(X) \). Clearly, then, \( \nu = 0 \) identically in \( \mathbb{C} \setminus X \). Fix a point \( x_0 \in X \) where \( U^{1|\nu|}(x_0) < \infty \), and let \( B_r = B(x_0, r) \) be the disk with center at \( x_0 \) and radius \( r \). Since \( U^{1|\nu|} \) is bounded on any compact subset of \( \mathbb{C} \setminus X \) and

\[\limsup_{r \to 0} \frac{\gamma(B_r \setminus X)}{r} > 0, \]

the requirements of Lemma 3 are satisfied and therefore

\[|\nu(x_0)| \leq \limsup_{z \to x_0, z \in B_r \setminus X} |\nu(z)| = 0. \]

Because \( U^{1|\nu|} < \infty \) a.e.-\( dA \) on \( X \), it follows that \( \nu = 0 \) a.e.-\( dA \). Hence, \( \nu = 0 \) as a measure and \( R(X) = C(X) \). For a proof in the other direction, see [38], p. 207. Corollary 2 is proved.
Except for certain technical, but substantial, difficulties Theorem 1 can now be established along similar lines. In order to give a brief indication of the argument consider the following: For each positive integer $n$ form a grid in the plane consisting of lines parallel to the coordinate axes, intersecting at those points whose coordinates are both integral multiples of $2^{-n}$. The resulting collection of squares $G_n = \{S_{n_j}\}_{j=1}^\infty$ of side length $2^{-n}$ is an edge-to-edge tiling of the plane; its members will be referred to as squares of the $n$-th generation.

**Theorem 1 (1991).** If $\mu$ is a positive measure of compact support in $\mathbb{C}$, not concentrated at a single point, then $H^2(d\mu) = L^2(d\mu)$ if and only if $H^2(d\mu)$ has no BPE's.

**Proof (outline 2003):** Suppose that $H^2(d\mu)$ has no BPE's. Let $g$ be any function in $L^2(d\mu)$ with the property that $\int P g \, d\mu = 0$ for all polynomials $P$, and set $\nu = g\mu$. And, fix a point $x_0$ at which the potential $U^{[\nu]}(x_0) < \infty$.

For an arbitrary, but fixed, $\lambda > 0$ consider the set $E_\lambda = \{z : |\nu(z)| < \lambda\}$. Because there are no BPE's the set $E_\lambda$ cannot surround $x_0$, and in a sense must escape to $\infty$.

More specifically, we can find a compact connected set $X$ linking $x_0$ to $\infty$ such that $X$ is the union of squares from the $n$-th generation and higher, and certain narrow rectangular channels $R_j$, $j > n$, where

1. $|E_\lambda \cap S| > \frac{1}{100} |S|$ for each square $S \subseteq X$;
2. $\text{diam}(R_j) \approx j^{2-2-j}$.

Given $r > 0$, let $B_r = B(x_0, r)$. By discarding certain superfluous pieces we can assume that $X \cap B_r$ is connected and joins $x_0$ to $\partial B_r$. Hence, by property (ii)

$$\gamma(X \cap B_r) \geq \frac{1}{4} \text{diam} (X \cap B_r) \geq \frac{r}{8}.$$

On the other hand, it follows from the countable semiadditivity of analytic capacity that

$$\frac{r}{16} \leq \gamma(X \cap B_{r/2}) \leq C[\gamma(K) + \sum_{j=n}^\infty j^2 2^{-j}], \quad (5.3)$$

where $K$ is the union of the squares in $X$ for which (1) is satisfied, and where $C$ is an absolute constant. Since construction of the set $X$ can begin with squares from an arbitrary generation $G_n$, we are free to choose $n$ as large as we please and (5.3) remains valid with the same constant $C$. In particular, $n$ can be chosen large enough so that the infinite sum on the right side of (5.3) is negligible, from which we conclude that $\gamma(K) > Cr$ for another absolute constant. It follows from (1) and (2) that

$$\gamma(E_\lambda \cap B_r) \geq C \varepsilon \gamma(K) > C \varepsilon r.$$
for some constant $\varepsilon$ independent of $r$ (cf. [25], Lemma 3 and [62]). Therefore, $E_\lambda$ is thick at $x_0$ in the sense that

$$\limsup_{r \to 0} \frac{\gamma(E_\lambda \cap B_r)}{r} > 0.$$ 

The hypotheses of Lemma 3 are therefore satisfied, and so

$$|\dot{\nu}(x_0)| \leq \limsup_{z \to x_0, z \notin E_\lambda} |\dot{\nu}(z)| \leq \lambda.$$ 

Since the latter inequality is valid for all $\lambda > 0$, we can infer that $\dot{\nu}(x_0) = 0$. Hence $\dot{\nu} = 0$ a.e.-d$A$ and $\nu = g\mu = 0$ as a measure. Consequently, $H^2(\mu) = L^2(\mu)$. Theorem 1 is proved.

In case $H^2(\mu) \neq L^2(\mu)$ it follows from an argument based on the Cauchy integral that there exists a point $\xi_0$ and an open set $U$ containing $\xi_0$ such that every function $f \in H^2(\mu)$ admits an analytic continuation to $U$ (cf. [25]). The same technique can be used in many different situations, including those considered here, to establish a reciprocal relation between completeness and analytic continuation. Several of these applications can be found in [23].
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